Quality of service in Wireless Sensor Networks through a failure-detector with Voting Mechanism

Aymen ABID
CES laboratory: National school of Engineers of Sfax, Sfax University, Tunisia.
aymen.abid.mail@gmail.com
Heni KAANICHE 

CRISTAL laboratory

National school of Computer Sciences, Manouba University, Tunisia.
heni.kaaniche @tunet.tn

Abdennaceur KACHOURI
LETI laboratory
National school of Engineers of Sfax, Sfax University, Tunisia.
abdennaceur. kachouri @enis.rnu.tn
Mohamed ABID

CES laboratory

National school of Engineers of Sfax, Sfax University, Tunisia.
mohamed.abid @enis.rnu.tn
ABSTRACT— Many anomalies can be viewed in Wireless Sensor Network e.g. abnormal behavior, unreliable link or sensor, low energy… In this paper, a sensors’ failure detector by voting system based on captured data is proposed. Our motivation is to alleviate network’s charge by eliminating useless sensors. Also, we look for making the network more sure and confident. This is expressed by the quality of service (Qos) that is presented with confidence and exactitude measures. As the both performances are mostly more than 75%, testing results are interesting to increase the Qos. To calculate these, we have employed a various types of errors such as Byzantine, temporary, latent and others.
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I. Introduction
In wireless sensor networks (WSN), making a decision is a delicate task and critical for the most domains; some prefer (as agriculture) or require (as nuclear) that the system remains useful and don’t stop.  The elimination of faulty data will increase the confidence in sensor system and decrease the erroneous decision. Also, erroneous and unreliable information will badly freight the network. This supplementary and useless data-charge exhausts, for example, network energy. This work can be applied to sensor network with cables but we choose the wireless. The cause of it is the important probability of generating erroneous data without cables caused by links (noise…) or by sensors (low battery…).

For all these reasons, we have looked for assuring the functionality of WSN [1], [2] by the tolerance of failures [3], [4] using detection technique [5], [6].
Section 2 presents an overview of existent detectors for WSN and distributed systems. In section 3, Voting-based detector and the interface of supported network are described. The evaluation of this detector and analyses are in section 4. Finally, section 5 contains the conclusion of this paper.

II. Related Work

The detector technology is born to cure the impossibility to determinate processes or nodes are failed or very slowly in asynchronous systems [7]. In fact, T.D.CHANDRA and S.TOUEG have the idea to insert unreliable failure detectors to treat crashes cases [8]. Recently, WSN works try to resolve the failure problem with many visions even with failure-tolerance manner; Heartbeat [9] is a timeout detector that tries to resolve the failure based on links. In data-routing, the goal can be resolving around treating the transmission failures [10], or recovering network quickly after many sensors’ failures over large areas [11]. For localization faults, there is an idea that introduces a trust index model to evaluate the fidelity of information [12]. 

We find works that aim to supervise networks using for example classification methods (Classification Based Supervisor: CBS) [13]. Moreover, some other works look for growing up the quality of network. On the first hand, Data Fusion Based on Quality Estimator (DFQE) is an approach that estimate a quality of data and so the state of sensors, after a fusion operation [14]. On the other hand, a selective transmission with event-driven-system-approach based on discrete data captured with sensors [15] is explored by Byzantine with occasional occurrence errors. Hence, an Even Driven Visual Detector (EDVSD) is developed [16]. The presence of the event is that the variable xi takes the bit 1 and this implicates that the sensor ‘i’ has detected the event. The event-absence-detection is explained by taking 0. The cluster head receive the vector ‘z’ that contains the n bit for sensors-decision and in this time it can decide if an error has been done and select data.

Before the end, we examine famous algorithms based on principle consensus to resolve the detection challenge. First, the Rotating Coordinator Algorithm (RCA) that implements it in the entire ‘n’ node. These elements execute asynchronous rotations ‘r’ where the coordinator ‘c’ is (r mod n) +1. For systems that need to make decisions (value…), this coordinator estimates this with the principle consensus [17], [5]. If it isn’t suspected by other detector or it will not crash, it succeeds in having accord with others. In the other case, it will be suspected by others to have a failure problem. Second, the voting system (VS) is a procedure in which we choose one or much elected (value, data…) based on the number of entity that has chosen this winner [18]. This technique is mostly used to do an accord and coordination in transactions for distributed systems [19]. Some works apply it in WSN such as [14] that present VS based on fusion data technique and offering comment values.

In this paper, we develop this VS approach using all discrete data to resolve our challenge: the detection of failures. At last, we summarize a comparison of some methods (TABLE I). The difference between our VBD and others is the quality of data that it provides and its classification.

TABLE I.  Focus of some methods

	Method
	Classifying based on techniques
	Data’s Quality
	Type of implementation



	DFQE
	Heuristic data
	Accuracy Consistency
	Distributed

	CBS
	Historic and captured data
	Consistency
	Centralized

	RCA
	Captured data
	Consistency
	Distributed

	EDVSD
	Historic and captured data
	Accuracy

Consistency
	Centralized

	Heartbeat
	Link state and failure history
	Timeliness
	Distributed

	VS
	Captured data
	Consistency
	Centralized

	Our VBD
	Captured data and failure history
	Accuracy Consistency Completeness
	Centralized


III. Elaboration of Vote-Based Detector

The idea is to adapt the VS model to our Sensor detector “SD”. As such, the voters’ element (the expert) will be the sensors and their voting decisions are their captured values (figure 1).
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Figure 1.  Adaptation of voting system-model to WSN

VS can attribute three states for an elector according with “cwa model”; correct, wrong and abstain [20]. For us, we define that element as abstained and hasn’t the permission to vote if it is failed or infinitely failed. An element after voting can be viewed correct if his voice is with a winner. Sensor is decided wrong in the other case and as a result it will be suspected to have failure (figure2).


[image: image2]
Figure 2.  State diagram and sensor sets-repartition

A. Network Interface

The detection can be with distributed configuration [21]. For us, our Vote-Based Detector (VBD) is centralized in the router to detect the sensors’ failure in the region where it is implemented. The router communicates with coordinator (figure3) or intermediate router and this is conforming to star-sensor-ZigBee topology [22], [23]. Therefore, we will more control the homogeneity of an event (temperature, humidity…).
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Figure 3.  The star communication model and geographic repartition of sensors in the  field

B. Principle of Detection Algorithm

The data received by VBD from sensor will be divided in sets according to their homogeneity and correlation. This is based upon distance between values in the same gradient e.g. variation of temperature in term of distance (figure4). Those sets will be viewed as mathematic intervals that they can overlap if they have some similar values. Nevertheless, the set having maximum voices will be elected; the sensors having vote in this set will be decided correct, others will be wrong and suspected to have problems. If the suspected sensor has many suspicion cases, then it will be decided failing. This node will not participate in future voting just if bestow again many correct values. The suspected sensor that continues to give wrong values will be decided infinitely failing and out of the wireless system.
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Figure 4.  Example of  sensors’ values distribution

C. Voting System’s Description

Voting-descriptions [24] reflect and describe the quality of detection [25]. We present the main useful descriptions:

· Expert’s number: the number of sensors that participate in the voting (ncand).

· Function of expert-number: it is calculated by the following formula

 F (ncand) =ncand-nd

With nd is failed sensor-number.                                     (1)

· Voting system reliability: expressed by this equation

R= 1- ns/ncand. 

With ns: number of suspected candidates (nominees).    (2)

This R can be defined based on the effective failure too:

RD= 1-nb_effective_fail/ncand
        
                        (3)

· Certitude degree  « Ct »:

Exactitude= (nb_effective_fail_detected / total failure)*100                                                               (4)

· Confidence degree « Cf »: named also confidence index [24]

Cf = [(total_declared_fail –nb_wrong_alarm)/ effective failure]*100
                                                    (5)

IV. Performances’ Evaluation

The evaluation of this VBD will be through a sequence of values. In consistency, it’s with this scenario: the temperature’s evolution, during the day, captured with sensors that was exposed to the sun and in a plot of earth (field…).
A. Evaluation Scenario Presentation

We supposed that we have a ground exposed to sun and containing sensors (figure3). It’s used to detect homogenous event (temperature…). In reality we have a degraded and changeable temperature during a day and from a day to other, during a week. The two facts are figured as a flux of curved lines (Figure5).  The acquisition is done every two hours and for this acquisition we will have an execution of the detector. In this test-scenario, as failure, we introduced Byzantine sensors-comportment, latent, an accident error, temporary (for a period of time) and crash failure [26].
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Figure 5.  Curve of temperature values for field of wheat

For a period, we say that the system is stable when the sensors don’t present a risk of failure; we haven’t any new doubt. Analytically, if number of suspected by the detector is equal to zero (figure 6). In this period we can judge with more clarity the performance of the detector module.
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Figure 6.  System stability graphic presentation

B. Detector Settings

To more performance, we suggest to make a configuration for waiting settings. In this scenario, we choose these configuration considering that the number of values captured per day is twelve; we accepted that sensor can be suspected for quarter of day (m=12/4=3) before being failed. The final failure decision will be after half day (7 captured values=m+tm, m=3 and tm=4, with tm is the maximum number of failure permission). But, ‘p’ is the acceptation-threshold to turn back to vote and participate. The quantum is fixed by type of values captured and state of the environment that affect the interval between maximum and minimum value. For our scenario quantum=30 and p=2. The size that we defined to the history of suspected sensors-stack is N=m+p.

C. Analysis and Critics of Results

The Reliability of voting system R reflects the relationship between good detection and the number of suspicions. In fact, VDB can calculate this R.  Nevertheless, RD hasn’t confusion between the correct values and those that are really incorrect. The percentage of reliability that we generate using R and RD descriptor is interesting as it is provoked in figure7. This plot confirms the good reliability of the voting system established which will set 100%, 81% for R and RD. Otherwise, RD and R explain the user-confidence to captured values.
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Figure 7.  The reliability curves

Qos is also assured by the good availability of data delivered by network to user. For detector, we calculate availability “A” that defines the time of reply and also the average time of reply “AA”. In this scenario, AA is rational; it’s equal to six that’s two times of m-value (TABLE II).

TABLE II.  Availability Calculation

	Sensor
	Failure appearance
	Detection
	A (Time of reply)

	C1
	2
	4
	3

	C16
	14
	24
	11

	C10
	24
	28
	5

	C15
	30
	34
	5

	AA (Average of Availability)
	6


Concerning the type of failure, C1 have a Byzantine comportment. At first, C16 have a latent failure that appears after a time. C10 was failed for a period (congested…). After that, it proceeds to give correct information. C15 have a Byzantine failure after a period of time (overheating…). The optimal case is “C1”, as A=m=3.

The real failed sensors, called effective failure, are used to calculate exactitude (detection’s quality) and confidence degree (figure8). The total of failure found by detector is equal to detected failure + infinitely declared failure. The infinitely failures are eliminated from the network and they need the decision of user if he wants to get back them to service (after reparation…).

In system’s stability large period, we obtain 100% for confidence. This implies that the detector will detect sooner or later failed sensors and also it doesn’t decide the failure of correct sensor. The exactitude is rounded to 75% as we can eliminate sensors that reproduce correct values after long failure period (e.g. after reparation…).
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Figure 8.  Performances of detector basing about confidence and exactitude curves

V. Conclusions & Perspectives

The goal for this work is to ameliorate the quality of service expressed by the user confidence to captured events (reliability), user confidence to the diagnostic of our detector (confidence degree) and detection availability. 

The challenge is to maintain the network working without being affected by sensors’ failures and without having decisions based on wrong sensors-measures. Consequently, results are excellent for environment having homogenous event (temperature, humidity…). It’s remarkable that this solution is generic and can be used by majority WSN applications. More than that, the confidence and the exactitude values are fortified to make other works in the same context; detecting failing sensors based on their captured data because they are 100% and 75% for homogenous environment.

As perspectives, we aim to product an auto-configuration detector. In fact, we like to obtain a detector that initialize alone; figure out settings and characteristics of the environment. We want also making a serious comparison with other detector, which is the problem for the most exiting works.
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