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Abstract. In this paper we present a Block Matching apprdadiegistration of

medical 2D images IRM/IRM. The registered imagesassumed to be rigidly
aligned before starting this procedure. The surabslute differences (SAD),
sum of squared differences (SSD), mutual infornmaifMl) and correlation

coefficient (CC) are used as measures of similadtgdtermine the similarity
between images as well as to evaluate the degrebogtness of registration.
In order to provide the best value of a measuresiofilarity, process of

optimization and interpolation are introduced. Theation of the algorithm’s
execution is dependent on the block’s size. Theabwe of this article is to

choose the best suitable measure of similarity &mdest the effect of
subdivision of blocks on the duration of executishich is for the benefit of
medicine. This approach was tested and leadsduresting results.
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1 Introduction

Image registration is the process of determining tlorrespondence between all
points in two images of the same scene [8]. It dssjble to align the images

manually, but that requires too much time and itrisproducible. It is consequently

desirable to automatic means of registration ofethtire images.

The automatic algorithms of registration of the gms were the subject of many
publications, but in the field of medicine, softwasf registration of images isn’t yet

used. However, the important demand for hybrid japeint, there necessities a true
need for precise methods of registration.

This contradiction can be due to the fact that his tfield, the doctors are less
familiarized with the various aspects of registratichoosing the criteria that allow

the choice of the method of the most suitable teggisn and solving the practical



problems during the application of the algorithnenstitute the major issues of
registration to be treated [15].

Image registration methods can be categorizedimtmnsity-based [7] and feature-
based method [10]-[13]. The feature-based methedhms extracting corresponding
features. Intensity-based registration [7] creaeamst function from voxel intensity
space directly and iteratively optimizing this ftinoo among different transformation
parameters. Various intensity-based methods hase deccessfully devised for rigid
registration of medical images.

For the monomodal as well as the multimodal cdse general approach consists in
assuming a global relationship between the intiexssitf the images to register and
then deriving and maximizing a suitable similaritgeasure sum of absolute
differences (SAD), sum of squared differences (S$)tual information (MI) and
correlation coefficient (CC) [18].

In this paper, we deal with these similarity measuwhile using a block matching
strategy interleaved with a robust transformatiostineator. Block matching
techniques have already been used in non-rigid cakdthage registration but rarely
in rigid registration.

When block matching is used in rigid registratibe tdisplacements to be found are
much larger than in non rigid registration [17]. @eercome this major difficulty, the
blocks have to be moved in wider neigh broods whithly cause the resulting
displacement field to contain some severe outliditse outliers may affect the
estimation of the rigid transformation and for threson; the robustness of the
transformation estimator is a key issue.

Section 2 describes our implementation of blockamat in rigid mode. Section 3
and 4 deal with optimization and interpolation whiaim at ameliorating the
parameters of transformation and therefore the racguof the registered image.
Finally section 5 presents our experiments andtsesbtained.

2 Description of the method

The algorithms of registration can be decomposei ithree elements: a
measurement of similarity, which quantifies the egof alignment of the two
images, a model of transformation, which specifiee type of transformation
applicable to the target image so that it is adaethe image of reference and an
algorithm of optimization, which varies the paraerst of the transformation to
maximize the measurement of similarity. Indeed dlgorithm takes two images as
input: a reference image | and a floating imagéd output will be the transformation

T and the imagd'= JoT ™, which is aligned with I. The whole process isamt
step procedure. It follows in iterative scheme tigto a block matching strategy. At
each step, two successive tasks consist computiligpacement field between | and
the current floating image J'.

The second consists in gathering these displacementdetermine a rigid
transformation S according b — SOT and we resample only once the image J in
terms of the new T to get the new floating imagdnJthis section, we have chosen to



describe the 2D implementation of the method [2].

2.1 Computation of correspondence by a block matching strategy

We consider two 2D images. These images, put irespondence, are of the same
size 256*256. We note (x,y) the positions on thd gf voxels of the images. For that
we cut out the reference image into a set of uimdages which we will call blocks.
These blocks will be noted B in the reference imbgad B' in the targets image J.
These blocks have identical size N*N [1]. Initialthey are 32*32, in second place
16*16, then 8*8 and finally 4*4 [2]-[3].

Then we seek the best correspondents in the inzagettof a set of blocks B of the
reference image, for a criterion of similarity giveEach couple of blocks will be
stored by the position of its center because ofréwuired movement of the block
(translationnel movement). Moreover we announcepthiat of the center is that for
which the local relation between the blocks isis#dlly just. It is this set of couples of
points which will define a field of vectors betweeuar two images.

The principle of the algorithm selected is to putorrespondence a reference image
area with a target image area. We can carry ostrégearch on all the image or of
course on a zone around the position of referdmeétage area.

That is to say for a block B of I, we thus seekaiwicinity Q which is defined by
2*rayon block B, J the best corresponding B'. At time of the phase of pairing, we
take into account that the step between two comisecblocks in the given vicinity of
the target image i4, which can of course be anisotropic along the .akeshe
traditional strategy of pairing of areas, we brdughrselves to carry out a complete
research in this vicinity. That is to say that welere all the positions in whole
coordinates i) . By making the assumption that, in given vicinitiye criterion of
similarity which we optimize is convex, then we cegrry out an almost complete
research (Fig. 1) [3]-[4].

Indeed, by using this property of convexity, we éanexample explore a position on
two, and consider the found solution as the negpesttion to the real solution
(complete research).




Fig. 1. lllustration of the pairing of areas on a cut IRM.[4

For a given direction, N is the size of the blé2k is the size of the zone of
researchy is the resolution of the field of vectors,is the density of the field of
vectors. On this figure, the center of the blocls Boted mand that of the B' block is
noted m.

2.2 Similarity measures

Block Matching involves comparison of correspondintages to be registered and
identification of the similarity between two blockshe accuracy of block matching
process depends on the accuracy of the metric tsatkbtermine the similarity
between two blocks. The more accurate this methie, more accurate the block
matching process. The cost of the block matchimgguture is strongly dependent on
the time required to evaluate the similarity measwatween two blocks.

Various metrics or similarity measures have beepliegh There isn't a single
similarity measure that's assumed to produce thst besult in all situations.
Depending on the types of images provided, onelaiityi measure may work better
than another in block matching [6].

In the following, we will evaluate existing similr measures.

a. Sum of absolute differences (SAD)

Displayed Sum of absolute differences is the Min&kavwnetricnof order one and
is defined by (1):
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Where land } are the intensity functions in each of the two gemand M is the
width of image in pixels, N is the height of theage in pixels, m and n represent the
coordinates of a point of the image on the refezemark [9]. The closer this sum is
to zore, the more similar the images are.

b. Sum of squared differences (SSD)

The Sum of squared differences seeks to munimieestim of differences of the
intensities of the pixelsand bL[9]. It's calculated according to the following foula

(2):
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Where land } are the intensity functions in each of the two gesm and M is the
width of image in pixels, N is the height of theage in pixels, m and n represent the
coordinates of a point of the image on the refezanark.

¢. Mutual information (MI)

Mutual information is the quantity of informatiorf @an image contrained in
another image [14]. The MI between two imahes | &ilgiven by (3):
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Where P, (1,,1,) is the joint possibility distribution of intensityalue pairs ), I,)

in two images | and JPR, (1,) and P;(l,) are marginal possibility distributions.
The mutual information of | and J measures the ekegf dependence of | and J as the
distance between the joint distributiBpy (1,,1,) and the distribution associated to

the case of complete independeRtél,)P;(l,). The assumption is that the
maximal dependence is achieved between intensltyesaof the images when they

are aligned [19].
d. Corréelation coefficient (cc)

Correlation coefficient is defined by (4):
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According to this formula we will treat the casédh®e value of correlation is defined.
The nearest the value of the coefficient is to 4 itiore similar the two images are
that's they are very strongly correlated. That mdiféerent the two images are, the
more the coefficient will have a value near to Gaflf means that there isn’t any
correlation between the two images and that thétwans of the first image don't
influence on the variations of the second imagee Tegative values of this
coefficient between 0 and -1 indicate an apposimdarty between the images [19].
Once the type of the transformation and the measemé of similarity are
appropriate, the algorithms of optimization arepwessible to vary the parameters
which determine the transformation in order to mdxe the measurement of
similarity. The method used by these algorithmsften iterative and each iteration
uses the corresponding estimate of the transfoomati calculate the measurement of
similarity. The algorithm continue optimization inthe iterations do not improve



any more the values of measurement of similaritari®is measurements of
similarity can bring the algorithms of optimizatitém the solution by the variation of
the parameters.

3 Optimization

Image registration algorithms must follow a proce$soptimization to obtain the
parameters of the transformation which will provitie best value of a measure of
similarity. These algorithms must be fast and sidfitly robust in order not to remain
blocked on the local minima of the measurementiwilarity, which are not the
optimal values. Some of these local minima can laelerfarther from the optimal
solution and can be caused by the artefact ofpintation.

These local minima can be eliminated by smoothirggitages before registration. In
fact, we generally use a hierarchical proceduraiich we register first of all the
images with low resolution, then we uses the resultarting estimate for registration
with more high-resolution.

However, that does not eliminate completely theallaminima in space from the
parameters. To mitigate this problem, we can $tam several initial estimates of the
parameters and choose the solution which corresptmdhe smallest value of the
measurement of similarity. This approach functionsll with algorithms of
superposition of surfaces but, for the algorithresg the measurements of similarity
based on the intensity of the voxels, the desirédinnum isn't always the total
minimum. For example, in the case of a registratignjoint entropy or mutual
information, the solution which uses the optimalueaof the measurement of
similarity can only superpose the zones of the esagpresenting of the air.

To prevent that the procedure of optimization remaablocked on a minimum, the
solution is to start from an initial estimate oétharameters which is included in the
fork of capture of this maximum. The fork of capuassociated with a minimum is
the whole of initial estimates of the parametersctvimake that solution of the
algorithm is minimum.

In theory, the forks of capture are unknown, butea@ suppose that if the initial
estimate is sufficiently close to the solutionwitl be included in the fork of capture.
So it is advised in the majority of the cases toycaut a manual registration of
images before proceeding to registration by autmnadgjorithm. A visual monitoring
is often enough to determine if the algorithm ad\to an incorrect solution. In this
fact, it is necessary to repeat the procedure enbtisis of a more exact manual
alignment.

4 Interpolation

When transforming points from one image to anothmeterpolation is usually
required to estimate the gray value of the resylpnint [11]. Much of registration
algorithms transform by iteration a target imagenpared to an image of reference,
by optimizing a measurement of similarity which deds on the intensity of the



voxels. Each iteration generates an estimate oftrdmesformation T including an
interpolation which makes it possible to evaluate target image at the points
corresponding to the sampling of the image of mfee.

During the registration process interpolation, ssitates a tradeoff between accuracy
and speed. In addition, interpolation is requiredyield a final, registered image.
Since this task is performed only once, speedsis ¢¢ an issue and a different choice
of interpolation method may be more appropriate.

The most popular technique of interpolation is dinaterpolation, which defines the
intensity of a point as the weighted combinationthe# intensities of its neighbors.
The weights are linearly dependent on the distalpe®veen the point and its
neighbors [11], as shown in the 2-D example in Eig.
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Fig. 2. Interpolation weights; the areas for 24ehr interpolation.

In this work, we have applied the later type okipblation. This is shown in Fig.3
where (a) represents the registered image beftegwlation while (b) represents the
later after interpolation.
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Fig. 3. Registered image before and after infatjzm.

However, the algorithms of interpolation are promerrors and blacken the image. If
the process is iterative, the interpolation eremsumulate and the target image darker
at each time. A serious problem with interpolatisrthat it can cause patterns of
artefacts in the registration function. When thielgof two images can be aligned for
certain transformations, no interpolation is regdifor such transformations. Because
interpolation influences the value of the registrat measure, the absence of
interpolation at grid-aligning transformations azause a sudden change in the value
of the measure, resulting in a pattern of localresra. The occurrence of such
patterns has been noted in several publications [h1[12], the different patterns
created by linear and partial volume interpolatioa extensively studied.



5 Experimentsand results

In order to evaluate the performance of our alpamitas well as of similarity
measures, we used at this stage the database bd#inderd we limited our

experiments only to IRM images 2D intra-subjectd @articularly to the four first

series. It is announced that the images are of fpegl and of size 256x256 (16
bits/pixels).

N is the size of the blodR and is the size of the zone of reseaiXlis the resolution

of the field of vectors and is the density of the field of vectors.

5.1 Choice of similarity measure
We have implemented various similarity measures ,SS&D, M|l and CC on four

series of IRM images 2D monomodal intra-subjectsoeding to the variation of
these three parameters where N=828 andA=31 (table 1).

TaBLE 1. Values of measures of similarity before and afégjistration using the LTS

Image\ Method Reference image \ Floating image Reference im&gglister image
SSD 7.6415 1.6366

SAD 1492777 639513

MI 4.1733 4.1731

cC 0.72 0.94

The choice of similarity measure constitutes thebfm of intensity based
registration Ml, SAD, SSD and CC for monomodaliggistration have been widely
used. In practice, SAD and MI are better adaptechtittimodal registration than to
monomodal [20].

Whereas the CC and SSD are well suited for monommdgstration registration.
This view concides with that of Christopharos NiKéli First the value of SAD after
registration is superior to that before registmatiddlso the values of MI after
registration are inferior to that before registrati This constitutes inconvenient to
there basic principals and implies the dissimijeoitimages.

Whereas the values of CC and SSD after registraiiomy more efficient and logical
results. Another important result to bear in miadhat the CC is the best equivalent
measure to monomodal registration. This coincidéhk e view of lemieux [16].
These comparative performances lead us to thesg® gadviously following
observations.



5.2. Robustness

To achieve a perfect block matching procedure, angrat degree of similarity
betwwen two blocks we cut the blocks into differbhicks while taking into account
the parameterdd which is the density of the field of vectors a@dwhich is the
resolution of the field of vectors. The duration aidlcul is also token into our
consideration as robustness constitutes an imgodderion to achieve a perfect
matching. This is well reflected in table 2.

TaBLE 2. Variation of execution duration according to theesdf the block

Duration of execution

Size of A 2 cc (ms)
block

32 31 8 0.94 1780

16 15 7 0.87 3125

8 7 3 0.96 10763

4 1 1 0.98 27592

Another observation is that the size of blockxsaition unproportionnal to the
duration. In fact whenever the size of the blockigh, the duration of execution is
low. This is well illustrated in Fig4.
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Fig. 4. Variation of execution duration accordinghe size of the block

Our obtained results are considered logical contppesticularly with Christophoros
Nikou [5] and generally with those of other grogsapted on the web of the project:
http://cswww.vuse.vanderbilt.edu/"image/registnatio

6. Conclusion

In this paper we have presented a general strdtegiye regid registration of 2D
monomodal medical images IRM/IRM which is basedaoeombination of block

matching technique with a robust transformationnesior. The importance of the
implementation of this method shouldn’t be undénested since implementation and
decisions have a large influence on the registmagsults.



The main choices involve optimization and interpiola The variations of the values
of similarity before and after registration by uginhe least trimmed squarres
estimator (LTS) are high lighted [9].

Also we have presented variation of the duratioexacution according to the size of
the block.

Our results suggest that the best measure of sityitand the degree of robustness of
the registration are dependent on the size of lithekb

Further analysis is needed in order to better detnate its interest in other
monomodal registration issues.
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