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Résumé.L’'objectif de cet article est de faire bénéficiertre application de
recalage d'images médicales IRM et de présentdicteité de I'algorithme de
résolution congu aux coins d'images par rapporelée e S.Ourselin qui se
traduit par une performance remarquable au niveatraitement au centre de
image. Notre approche se compose de quatre gsaé@dpes : découpage des
deux images référence et cible et la rechercheodwespond de chaque bloc
dans l'image cible, application des filtres tel gaedétection des contours,
recherche de la transformation rigide et la megersimilarité correspondante,
enfin, I'étape d’optimisation en utilisant le momedcarré comme meilleur
estimateur. Nous présentons, dans cet article,asnd&tude illustrant notre
approche.
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|. Introduction

Le recalage d'images est le processus de projedgdaleux ou plusieurs images, de la
méme scéne, acquises a des instants différenispidede vue différents et parfois
par des capteurs différents. Le recalage est ungre commun a de nombreuses des
taches d'analyse des images médicales décrited’dditse de Nicholas Ayache [1].
En effet, le recalage est nécessaire pour compa®images acquises sur un méme
patient & des instants différents ou bien avec medalités différentes. Aussi le
recalage est largement utilisé dans le processydadéfication de la radiothérapie
dans les deux cas monomodale (IRM/IRM) ou multied@ositron Emission
Tomographie-PET/Computed Tomographie-CT ou PET/IRMg recalage est
également nécessaire lorsque I'on souhaite comg@saémages de patients différents.
Ce processus peut étre rencontré dans la littérasaus le nom de mise en
correspondance spatiale, fusion ou normalisatioatiap lorsque les données
manipulées par I'algorithme du recalage sont degy@a médicales. Dans ce travail,
nous abordons la classification de recalage erasan sur la technique de résolution
considérée. En effet, deux classes d’approchesedalage d’images médicales
peuvent étre distinguées : les approches baséé&sxdraction des primitives [4] [11]



[3] [8] [7] et les approches basées sur l'intensit€0] [13] [12] [2], appelé parfois
recalage sans primitives.

Le présent article sera organisé comme suit : Ixidene section sera consacrée a une
description technique du recalage d'images médicateprésentant les techniques de
recalage basées sur les primitives, les technigeesecalage basées sur l'intensité
afin de les comparer avec les techniques décritteédemment et les différentes
possibilités d’'intégration des deux approches peauoir une nouvelle famille
d’approches de recalage nommée hybride [5], [6], E®&fin, nous présentons notre
approche block matching (recalage hybride) a fitludtrer leur avantage avec celle
de S.Ourselin.

Il. Recalage d’'images

1. Algorithme général du recalage d’images

Pour expliciter le probléme du recalage d'imageslioaes, nous nous proposons
d'illustrer par un exemple simplifié:

Fig. 1.Exemple d’illustration du probléme de recalage

Soient A et B, deux images d’'un méme organe duscdiyn patient, acquises par un
imageur | (Fig. 1). Supposons que les deux acdprsitont été effectuées dans des
instants différents. Ce qui cause une différenc@atdtion du patient par rapport a
l'imageur et par la suite, conduit & obtenir deages différentes.

L'opération du recalage consiste a chercher lsstfommation géométrique T qui relie
les coordonnées X évoluant dans l'espace de l'imAgeaux coordonnées Y,
appartenant a I'espace de I'image B, tel que : X9T(

L’espace de recherche des paramétres de la travatfon ainsi que sa nature (rigide
ou élastique) sont deux parameétres importants densecalage des images. I
dépendent généralement de I'application médicadachature de I'organe acquis et
du mode d’acquisition. Pour trouver la transformatil, I'algorithme du recalage
suivi est celui que nous avons décrit grossiérementa Fig. 2.

L'ensemble des parameétres initiaux de la transftomasont appliqués a I'image B
pour initialiser un algorithme itératif de rechegctie la transformation. L'image B



transformée est ensuite comparée a I'image A paulcd’'une mesure de similarité,
soit directement sur les intensités des images,sswides primitives géométriques
extraites a partir des deux images. L’algorithmet raejour itérativement les
paramétres de la transformation et recalcule laurede similarité jusqu’a ce que le
recalage est assuré ou qu'il y a plus d’amélionadio résultat et I'algorithme diverge.
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Fig. 2. Schéma de I'algorithme général du recalage

2. Recalage basé sur les primitives

Ce type de recalage est basé sur I'extraction destipes géométriques des deux
images a recaler. La premiére étape de cette tfpohmionsiste a extraire un type de
primitives géométriques : points d’intérét, consoau surface sur les deux images
objet d'études. Ensuite, un processus d'identificaides paires de primitives qui
peuvent se correspondre est mis en place. Ce prmesst appelé mise en
correspondance ou appariement des primitives. dastormation est par la suite
calculée en se basant sur I'ensemble des couppeiép. Il est a noter que I'étape
d’extraction des primitives est considérée disamamie pour la précision de la
transformation recherchée. Donc, le manque de goécides primitives conduit
obligatoirement a une transformation aberrante peut parfois compliquer le
probléme de comparaison dimages plus que le SiiapliC’'est pourquoi, une
validation des algorithmes de recalage en routiinégoe est toujours demandée pour
raffiner les algorithmes proposés.



3. Recalage basé sur l'intensité

Pour beaucoup de travaux rencontrés dans la tittéral'étape d’extraction des
primitives a été éliminée et la mesure de la shitdaest appliquée directement sur
l'intensité des voxels. Au contraire du recalageébaur les primitives, ce recalage
utilise I'information fournie par l'intensité deifhage toute entiére. L'étape cruciale
de ce recalage est donc la mesure de similaritptée@t le processuaboptimisation
choisi. En fait, une mesure de similarité est dakwpour évaluer la ressemblance
entre les pixels qui doivent se correspondre agves appliquer une transformation
initiale TO.

4. Recalage hybride

Pour faire face aux problemes liés a l'utilisati@s primitives ou a l'intensité pour

assurer le recalage d'images médicales, des auteuggelques travaux, ont introduit
une nouvelle catégorie d’approches. En fait, cetégorie dite d’approches hybrides,
utilisent une combinaison temporaire [9], spat[éleou bien simultanée [5] des deux
autres.

Pour la combinaison spatiale ou simultanée des @dgoarithmes de recalage, la
précision est toujours dépendante de la précisiextrdction des primitives ce qui

peut étre un inconvénient lié a I'utilisation detgpe de combinaison. Alors que pour
une combinaison temporaire, il y aura toujours possibilité de raffinement des

résultats car les primitives ne sont utilisées gaar une estimation grossiére pour
initialiser les parametres de l'algorithme. Lesgitmbtés de combinaison entre les
deux types de recalage sont tres nombreuses &clesiques décrites dans ce travail
ne sont que des exemples pour illustrer la pogsibile combinaison temporaire,

spatiale et simultanée.

l1l. Notre approche:

Pour suivre I'évolution du cancer dans le tempsn afe mettre en place une
planification radio-thérapeutique fiable, I'imagem@natomique se trouve insuffisante
pour une délimitation confiée du cancer. En faitdérprétation visuelle de la
structure anatomique au cours de la radiothérapie I@ radiologue, est parfois
impossible. En effet, en se basant sur linterfipdtavisuelle uniquement, le
diagnostic différentiel entre récidive et radiorse peut conduire a une planification
radio-thérapeutique invasive. Par exemple, dagasedu cancer de rhinopharynx, un
épaississement de la membrane de la cavité nasaleemarqué sans qu’une
interprétation correcte puisse étre mise en plageingerprétation visuelle sur des
images a résonance magnétique. Donc, un recalagendges médicales dans ce cas
se trouve de grand intérét. Dans notre applications nous proposons de recaler des
images IRM 2D de rhinopharynx, il est a tenir coenple plusieurs sources de
différences possibles entre I'image de référenteretge cible. En fait, I'importance
source de différence est le changement de l'anatohei rhinopharynx. Cette
différence sera utilisée pour estimer le changentmntvolume de la tumeur et



guantifier I'avancement ou le recule de la tum@ala permettra de mettre en place
une planification radio-thérapeutique fiable. Poatte application nous optons pour
une technique hybride de recalage rigide afin densaoter les inconvénients du
recalage basé sur les primitives et les inconvésidn recalage basé sur l'intensité.
Selon notre étude bibliographique, les approches cgmbinent successivement
I'utilisation des deux autres catégories d'appredunt les plus prometteuses. Pour
cette raison, nous nous proposons d'utiliser upeoahe dérivée de celle décrite dans
[9]. Dans ce travail, la subdivision successive ldess est inspirée de la subdivision
des blocs utilisée dans la norme de compression®4PBour cette norme, il n'existe
pas un critere de décision de l'arrét de subdivigiour quelques blocs ou de sa
continuité pour des autres. Cela veut dire que esiblocs utilisés sont toujours de
méme taille malgré qu'il existent certainement slgsdivisions inutiles sur des blocs
qui ne sont pas discriminants et dont les corred@ats sont a faible précision. Pour
notre approche nous proposons d'utiliser la subidivien bloc qui s'inspire de la
norme de compression H.264. Pour notre applications suggérons que ce critére
soit basé sur l'application d'un masque d'extraatie contours afin de localiser les
parties de limage qui contiennent des informati@anatomiques valides qui peuvent
aider pour raffiner le recalage. Pour cela nodsatis une stratégie d’appariement de
régions, afin d'estimer une transformation parame& (rigide ou affine par
exemple) T, initialisé a l'identité. Nous utilisom®ur cela une approche itérative,
c'est-a-dire que nous approchons pas a pas lddraraion. A chaque itération, nous
calculons la mesure de similarité ( champ de vertentre les deux images de
référence et cible jusqu’a ce que le recalagesssird ou qu'il y a plus d’amélioration
du résultat. Considérons deux images 2D de ménhe 25i6*256 que nous désirons
mettre en correspondance, nous notons (X, y) Isiiqas sur la grille de voxels des
images. Pour cela nous découpons notre image éienék en un ensemble de sous-
images que nous appellerons blocs. Ces blocs sematés B dans l'image de
référence | et B’ dans l'image cible J, de tailieritique 32*32. Nous recherchons
alors les meilleurs correspondants dans I'imagée abun ensemble de blocs B de
I'image de référence, pour un critére de similadid@dné. Chaque couple de blocs sera
stocké par la position de son centre du fait du vement recherché du bloc
(mouvement translationnel). Signalons de plus gupdint du centre est celui pour
qui la relation locale entre les blocs est statigeet la plus juste. C’est cet ensemble
de couples de points qui définira un champ de westentre nos deux images. Le
principe de I'algorithme retenu est de mettre emespondance un bloc de I'image de
référence avec un bloc de I'image cible. Nous poswveffectuer cette recherche sur
toute I'image ou bien sur une zone autour de latipasdu bloc de I'image de
référence. C'est-a-dire pour un bloc B de |, n@aherchons donc dans un voisinage
V qui est défini par 2*rayon du bloc B, de J le leeir correspondant B'. Lors de la
phase d'appariement, on prend en considération lgqu@as entre deux blocs
consécutifs dans le voisinage déterminé de I'im@igke est un pixel, qui peut bien
sOr étre anisotrope suivant les axes. Dans laégimiclassique d’'appariement de
régions, nous nous sommes amenés a effectuer wherche compléte dans ce
voisinage. C'est-a-dire que nous explorons touéss gdositions en coordonnées
entieres dans V. En faisant I'hypothése que, dansaisinage donné, le critére de
similarité que nous optimisons est convexe, aloosisnpouvons effectuer une
recherche quasi-compléete (Fig. 3). En effet, elisatit cette propriété de convexité,



nous pouvons par exemple explorer une positiondawx, et considérer que la
solution trouvée représente la position la plupeode la solution réelle (recherche
compléte).

Fig. 3. lllustration de I'appariement de régions sur uoepe IRM [9]

Pour une direction donnée, N est la taille du bMcest la taille de la zone de
recherche, P est la densité du champ de vecteurse8e figure, le centre du bloc B
est noté mi et celui du bloc B’ est noté m'i.

Dans [9], le rapport de corrélation est utilisé coenune mesure de similarité locale.
Pour évaluer la performance de notre algorithmesramons utilisé a ce stade la base
universelle AREALL et nous avons limité nos expéces uniquement aux images
IRM 2D intra-sujets et particulierement au quatrenpier séries. Il est a signalé que
les images sont de taille 256x256 et en niveaurde(§6 bits/ pixels). Nous avons
testé I'approche basée sur I'utilisation du Co@fit de Corrélation (CC) sur quatre
séries d'images IRM 2D monomodale intra-sujet, puisis avons calculé le taux
d’erreur moyen entre ces quatre séries et on a@éca la comparer avec celle de
S.Ourselin [9] (tableaul).

Tableau 1:Distance moyenne de recalage entre I'algorithm8.dBurselin et notre approche

Méthode Erreur au centre Erreur au coin
Moyen (mm) Moyen (mm)

Block Matching 2.39 3.7

avec CR

Block Matching 3.34 3.43

avec CC

Ces performances comparées nous ameéne aux obsesvasuivantes, alors
l'algorithme qui utilise le CR comme mesure de &amiié est efficace, puisqu'il a
donné un taux d'erreur faible au centre d'imageorélque cette tendance est
différente en se qui concerne le taux derreur ains d'image. En effet, la
performance de ces deux approches sont actuellespemparable : le taux d’erreur
moyen de notre algorithme est moins élevé et paséguent plus performant et
précis. Les expérimentations faites sur une basgades IRM 2D monomodale intra-
sujet ont montrée que la nouvelle approche prégenfeurs des résultats meilleurs
que ceux proposé par S. Ourselin au coin d'imagéteGlifférence résulte, peut étre,



du changement de la méthode de mesure de similgiii®ée, la corrélation Ratio
pour S. Ourselin et le cecefficient de corrélatiorurpte notre. L'utilisation de la
corrélation Ratio sur cette base d’exemple se trgdn une performance remarquable
au niveau du traitement au centre de I'image, etdégradation au niveau des coins.
Quant a l'utilisation de notre approche, elle seltiit par une bonne performance au
niveau du traitement des coins et une Iégere déticedau niveau du traitement au
centre. Cette constatation nous méne a combinerdeag algorithmes dans un
processus de recalage pour profiter des avantagpeedier (traitement au centre) et

des avantages du deuxieme (traitement des coins).

Conclusion :

Dans cet article une synthése des différents dlgoés de recalage est présentée afin
de classifier les méthodes en trois catégorie® :;puamiere catégorie d’approches qui
se base sur l'appariement des primitives géomésigiNous avons présenté des
exemples des travaux rencontrés afin de montreaastages et les inconvénients de
cette approche. Une deuxiéme catégorie est cellenglobe les approches basées sur
le calcul de similarité d’intensité sur I'image tewentiére. Pour ces approches nous
avons présenté les différents choix possiblesnskdibliographie consultée, pour
construire une chaine de résolution robuste enamtetaccent sur I'importance de
choix dans chaque étape. Avant de terminer noussaachever notre synthése par la
présentation de quelques approchent qui ont mdentnécessité de faire recours aux
algorithmes hybrides qui associent, spatialementpbrairement ou simultanément,
une approche basée sur les primitives a une apprbekée sur l'intensité. Ces
approches ont permis aux autres catégories de swlé&®@r pour donner des
approches plus robustes. Enfin, nous avons prékeptrformance de notre approche
par rapport a celle de S.Ourselin.
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