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Résumé: Afin d’améliorer la robustesse des algorithmes etmlage rigide dans I'imagerie médicale, nous psops

dans ce présent article une approche hybride hadé méthode de I'appariement des régions (Bloeitdking) dans le
cas du recalage d'images bidimensionnelles mondmdBM/IRM intra-patient. Cet article présente uagproche

gu'utilise localement des mesures iconiques toupemant compte du contexte géométrique globalid&dr une

cohérence spatiale pour les données anatomiques< Etapes sont mises en ceuvre, la premiére étapmst a

calculer le champ de déplacement entre ces deuyeisnan utilisant I'appariement de région, la demeiéétape admet
de calculer le champ de vecteur afin d’estimerrdmdformation rigide en utilisant le moindre caraénisé comme
meilleur estimateur. Nous présentons, aussi un'éasde illustrant I'approche proposée.
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NTRODUCTION

Le recalage est un probléeme commun a des
nombreuses taches d’analyse d'images médicales. Les
difficultés de ce probléme sont différentes sejol
I'on s'intéresse a des images provenant de la méme
modalité (monomodal) ou bien de modalités
différentes (multimodal), ou bien quand ce recalage
met en ceuvre des images acquises sur un méme
patient ou patients différents [kharrat 08a].

Cette variation de conditions selon le type
d’'acquisition d’images sujet d’études, influe sar |
nature du recalage. Il peut s'agir dans ce cas de
recalage rigide (Figure.l).
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Figure.1 Principe général du recalage de limagg |
sur |t [kharrat 08b]

Le recalage rigide consiste a rechercher une
rotation et une translation permettant de superpase

mieux l'une des images a recaler sur la seconde
[kharrat 08a].

La notion de recalage peut étre résumée de la
fagcon suivante :

Considérons le recalage d'une imagg sur une
image de référencé.. Le probleme de mise en
correspondance des deux images consiste a
l'estimation d'une transformation T qui a chaquitpo
‘p’ de I'image de référendgs associe les coordonnées
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T(p) = p + u(p) dans limagé., (u représente le
champ de déformation). La transformation T est
recherchée parmi un ensemislede transformations,
définissant l'espace de recherche des transfonnsatio
[kharrat 08b]. Une étape préliminaire a I'estimatiz

la transformation est I'extraction a partir des gam
brutes I, et Iy, des informations pertinentes
permettant de guider le recalagg; et I, sont donc
construites respectivement a partir e et I, en
utilisant les fonction& ¢ et Fj, [kharrat 08c].

Une fois les informations extraites, il s'agit de
définir une fonction d'énergie E permettant d'agsoc
a un couplely, (T) etl une valeur permettant de
quantifier leur proximité ou bien leur ressemblance
Cette fonction E, appelée aussi critéere de sindari
devrait théoriguement étre minimale (ou maximale)
lorsque l'image de référence et lI'image a ciblé san
parfaite correspondance [kharrat 08c].

La phase d'optimisation consiste enfin a trouver la

transformation  optimal® qui  minimise  (ou
maximise) la fonction d'énergie E sur l'espace de
recherche entre les deux imagés et I Le
probleme d'optimisation peut ainsi étre formulélale
maniere suivante [kharrat 08¢gquation 1) :

f = argr_lnui‘p E(l ref 1 I cib (T)) (1)

Dans la littérature, il existe des variétés de
méthodes de recalage soit géométriques basées sur
I'extraction des primitives, soit iconiques basées
l'intensité.

Le recalage géométrique consiste a extraire les
primitives géométrique de I'image tel que les p®int
[Cachier 01], les surfaces [Ding 01] et les courbes
[Johnson 02] des deux images a recaler afin
d’identifier par la suite les paires des primitivés
partir de ces couples appariés, nous calculons la
transformation. Plus de précision dans ['étape
d’extraction des primitives géométriques entraine u
précision dans la recherche de la transformation.

Contrairement au recalage géométrique basé sur
I'extraction des primitives, le recalage iconique s
fonde sur les informations de bas niveau relatéves
'ensemble des pixels d’images soit en comparant
directement les niveaux de gris des images, soit en
associant a chaque pixel une valeur déterminéetia pa
des niveaux de gris et en comparant ces ensembles d
valeurs. Ce type de recalage consiste a trouver une
relation globale entre les intensités des imagds ¢R
maximisant ou minimisant une mesure de similarité.

Ces méthodes iconiques ont pour objectif de
chercher la transformation optimale minimisant un
critere iconique (ou mesure de similarité) calquo@r
évaluer la ressemblance entre les pixels.

L'extraction des primitives significatives des deux
images est cependant un probléeme trés complexe.
Celles-ci peuvent de plus étre perturbées par la
présence de la pathologie, pouvant entrainer de
grandes erreurs.

ISBN: 978-9973-0-0124-5

Concernant les méthodes iconiques, ils ont
lavantage de ne pas nécessiter une étape de
segmentation de primitives. Néanmoins, elles

souffrent de plusieurs inconvénients tel que letco(
calculatoire important di au fait de devoir considé
chacun des pixels de l'image.

Le présent article sera organisé comme suit: la
deuxiéme section sera consacrée a une description
technique de recalage d’images médicales qui iategr
les deux approches décrites précédemment pour avoir
une nouvelle famille d’approches de recalage nommée
hybride [kharrat 08b], [kharrat 08c], [Atif 04]. En,
nous présentons notre approche de stratégie de bloc
(recalage hybride) afin d'illustrer leurs avantageus
forme des différents résultats de taux d'erreur au
niveau d’angle et translation.

1. Description de I'approche

Les méthodes géométriques présentent 'avantage
de la manipulation d'une représentation compacte de
limage, ayant pour conséquence une charge del calcu
beaucoup plus faible que dans le cas des méthodes
iconiques.

En outre, les primitives géométriques utilisées
portent une information de haut niveau, qui perdeet
s'échapper des problémes liés a l'acquisitiorirdade
tel que les artefacts et les bruits de [Iimage.
Néanmoins, I'extraction des primitives est conseér
une tache complexe trés difficile a accomplir et
nécessite un degré de précision. Par conséquent, de
tout manque de précision des primitives résulte un
transformation illogique qui peut parfois complique
le probleme de comparaison d'images au lieu de le
simplifier [Montgomery 06].

Tandis que les méthodes iconiques ont l'avantage
de ne pas nécessiter de segmentation de primitives
géomeétriques. Néanmoins, ces méthodes souffrent de
plusieurs inconvénients [Pluim 03]. Le premier last
au codt calculatoire important dd au fait de devoir
considérer chacun des pixels de l'image. Le dewxiem
est lié au fait que la relation entre les interssites
deux images n'est pas forcément triviale, en paieic
dans le cas d'images multimodales [Ourselin 01]
[Pluim 03].

Chacun des deux types de recalage que ce soit
géomeétrique ou iconique, présente un certain nombre
d'avantages et d'inconvénients. Pour pallier a ces
limitations et pour mieux exploiter les avantages d
chaque méthode, plusieurs revues ont montré la
possibilité de mettre en oeuvre l'idée de faire un
recalage hybride combinant ces deux types de mise e
correspondance.

Concernant notre approche hybride, elle consiste a
utiliser localement des mesures iconiques tout en
prenant compte du contexte géométrique global
décrivant une cohérence spatiale pour les données
anatomiques.

Par la suite, nous allons présenter une description
de notre approche hybride basée sur la méthode
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d’appariement de blocs (Block Matching).

1.1.Description de la technique de recalage

Deux acquisitions des images IRM a des instants
différentes provoquent un changement de position du
patient par rapport a I'imageur et conduit a obitees
images différentes.

Pour cela, nous avons besoin d'une opération qui
permet de situer ces deux images dans un méme
repére géométrique. Cette technique est appelée
recalage.

Le recalage rigide des images IRM consiste a
trouver une transformation rigide c'est-a-dire une
rotation suivi d'une translation qui relie les
coordonnées de X évoluant dans I'espace de l'image
référence au coordonnées X', appartenant a I'espace
de l'image cible, tel que la forme suivante (équati
2) [Putjarupong 04]:

X'=R X+T 2
Avec R représente la rotation et T la translation.

Nous pouvons de méme I'exprimer sous la forme
d’'une matrice 3*3 (équation 3)

coy -sind tx
T=|sing co® ty 3)
o o0 1

Dans notre approche, nous utilisons I'algorithme
ICP qui va travailler géométriquement sur des
primitives iconiques [Ourselin 01] que nous les
mettons en correspondances en introduisant urrecrité
iconique, et a partir de ces appariements nous
introduisons la notion géométrique en incluant seur
positions spatiales pour chercher la transformakion

1.2. Description algorithmique

Considérons deux images IRM 2D de méme taille
intra-patient dont I'une appelée image référendé ho
et l'autre appelé image cible noté J que nous aiésir
mettre en correspondance.

Cela nécessite le découpage de I'image référence
en un ensemble de sous-images que nous appellerons
blocs. Ces blocs seront notés B dans l'image de
référence | et B’ dans l'image cible J, de taille
identigue N*N, en premier lieu ce taille est fixérp
32*32. Dans le cadre de notre travail, le découpage
des images en des tailles de blocs égales s'irtpiie
norme de compression MPEG4 [kharrat 08a].

Nous pouvons effectuer le découpages de ces blocs
en des sous blocs en divisant chaque fois la tpdr
2. C'est-a-dire que les blocs sont toujours ddegail
égales jusqu’a atteindre le minimum taille 4*4 [kiad
08c].

Ceci
(Figure?2).

est illustré dans la figure ci-dessous
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Image | Image J

Figure.2 lllustration de l'appariement de régions sur
une coupe IRMAvec N présente la taille du bloc,
Qest la taille de la zone de recherchkest la
résolution du champ de vecteursest la densité du
champ de vecteurs.

Sur cette figure (Figure 2), le centre du bloc B es
noté m et celui du bloc B’ est noté m’

Notre algorithme de recalage admet deux images
de référence et cible comme entrées et une
transformation T et une image registré A aligné
avec I'image | comme sortie. Nous désirons recaler
'image J sur I'image |. L'algorithme utilisé eséiatif.

A chaque itération, deux étapes sont mises en ceuvre
La premiére étape consiste a calculer un champ de
déplacement entre I'image référence et cible. €sta
réalisé en utilisant la stratégie d’appariemenbldes.

La deuxieme étape utilise les centres appariéyéou
dans la phase dappariement pour estimer la
transformation S a travers un estimateur robuBtés
nous mettons a jour la transformation totale T en
composantSaT.

Donc nous avons a chaque itération deux étapes
différentes, le calcul du champ de déplacementet |
calcul de la transformation rigide.

1.3. Stratégie d’appariement des blocs

Le principe de notre algorithme d’appariement de
région, est de mettre en correspondance un bloe B d
image de référence | avec un bloc B’, considéré
comme meilleur correspondant d'un ensemble de
blocs de I'image cible, pour un critere de simttri
donné.

Cette recherche est locale puisqu’elle ne se &t p
en parcourant toute I'image cible. Elle est efféetu
sur une zone a partir de la position du bloc dedie
de référence. En faite, la position du bloc est
déterminée par son coin gauche en haut. C'esea-dir
pour un bloc B de I, nous recherchons dans un
voisinage Q qui est défini par 2*rayon du bloc B, de
J le meilleur correspondant B'.

Lors de la phase d’appariement, nous prenons en
considération que le pas entre deux blocs conggcuti
dans le voisinage déterminé de I'image ciblefestui
peut bien sOr étre anisotrope suivant les axes-&'es
dire qu’il peut avoir différent direction suivaned
axes.

Afin de parcourir tous les blocs de limage
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référence, la valeur de la densité de champ dewext
A ne doit pas dépasser la taille de bloc. Ce quinfbu
un recouvrement entre les blocs.

A chaque itération, une fois le bloc B de | eséfi
nous parcourons la zone de recherche et nous
calculons une mesure de similarité iconique ecére
bloc B fixé et chaque bloc B’ de I'ensemble descblo
de la zone de recherche. Par conséquence, les deux
blocs ayant le maximum de ce critere iconique,
correspondent au couple le plus semblable.

Chaque couple apparié sera stocké par la position
du centre des deux blocs du fait du mouvement
recherché du bloc. Signalons de plus que le paint d
centre est celui pour qui la relation locale enes
blocs est statiquement la plus juste. C’est cetrabte
de couples de centres qui définira par la suite la
transformation entre les deux images a recaler.

1.4.Choix de mesure de similarité

Afin de mesurer le degré de similarité entre les
différents blocs, nous utilisons n'importe queltére
local. Le choix de cette mesure dépend bien
évidemment de types de relation entre les intensité
des images a recaler.

Vue que le recalage rigide est réaliser entre des
images IRM et vue que nous sommes dans des
hypotheses trés fortes d’images quasiment idergjque
avec des variations de luminance tres faible ehtre
images successives, la mesure choisis doit étre
iconique. De ce fait, la mesure de similarité tdiser
est le ccefficient de corrélation.

Nous utilisons le critere de ccefficient de
corrélation pour résoudre le probleme de dépendance
de la valeur des intensités des pixels. Cette reessir
donnée par I'équation (équation 4). ConsidéronsJl e
deux ensembles contenant chacun n variables

aléatoires.
ZZ |1| 2F)|1|2 - ,u|1,u|2

cC(l,J) =L 53 4)
1LY,

Ou |, et L, sont les fonctions d'intensité dans
chacune des deux images.

D’aprés cette formule nous traitons les cas ou la
valeur de corrélation est définie. D'ou plus le
coefficient aura une valeur prés de 1 plus les deux
images sont similaires cela signifie que les deux
images sont trés fortement corrélées; plus les deux
images sont différentes, plus le coefficient aung u
valeur prés de 0. Cela signifie qu’il n’existe aneu
corrélation entre les deux images, c’est a direlgae
variations de la premiére image n'ont pas d’'inflceen
sur les variations de la deuxiéme image. Les valeur
négatives de ce coefficient (entre 0 et -1) indijue
une similarité opposée entre les images.

1.5.Moindre carré tamisé

L'algorithme d’appariement de région retourne un
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ensemble d’appariements entre I'image référence et
'image cible. Ces couples appariés sont utilisésrp
trouver la transformation optimale qui recale I'mea
cible sur I'image référence, moyennant un algoréghm
d’optimisation sous le nom de moindre carrée tamisé
LTS (Least Trimmed Squares).

Cet algorithme, a linstar des moindre carré LS
(Least Square), a pour objectif de minimiser la i5@m

des erreurs quadratiquf;2 (équation 5).

T =argmin r,° 5)

T i=1

I L .
Avec 'le résidu entre un couple d’appariements
(équation 6).

=, ~T(m) ®

En vue d’améliorer la vitesse de convergence par
rapport a d'autre méthode d’optimisation tel quedtS
LMS (Least Median of Squares), la méthode LTS est
proposée, comme une méthode robuste qui réduit
l'influence des grands résidus puisqu’elle caesis
minimiser la somme des carrés des appariements ayan
le plus petit résidu.

La solution de ce probleme est obtenue de
maniere itérative en partant d’'une estimationaiti

A chaque itération les appariements sont triés
selon leurs résidus de fagon a extraire ceux egdlis
les résidus les plus bas. A partir de ces derniaes
nouvelle transformation est estimée. Ces instrostio
sont itérées jusqu’a la convergence.

1.6. Algorithme récapitulatif d’Aladin

L'algorithme d'appariement de région et
l'algorithme de moindre carré tamisé réalisent les
deux étapes primordiales de I'algorithme ICP quitso
la construction des appariements et le calcul de la
transformation.

Donc il est imposé de mettre en ceuvre un
algorithme récapitulatif qui fait I'appel a toussle
algorithmes déja suggérés, et qui concrétisediién
entre eux en faisant un réglage de tous les paraspét
ainsi qu'’il garantie un test de convergence poutnme
fin a l'itération.

Nous retragons l'algorithme d’Aladin qui initialise
les différents paramétres nécessaire pour le
déroulement des algorithmes mentionnés auparavant,
tel que l'algorithme d'appariement de régions et
l'algorithme d’estimation de transformation au sens
des moindres carrés tamisés.

L'algorithme d’Aladin maintient le réglage de ces
parameétres afin d’assurer le raffinement des raésult
obtenus et par la suite garantir une meilleure
convergence qui abouti a des résultats satisfaits.

Aprés avoir trouvé la transformation optimale,
nous allons I'appliquer a chaque pixel de l'image
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cible. Néanmoins, l'image recalée obtenue est de
mauvaise qualité bruitée par I'effet escalier.

En faite, l'escalier est wune construction
architecturale constituée d'une suite réguliere de
degrés permettant de passer d'un niveau a un @utre
monter et a descendre). Comme c’est illustré dkans
figure (Figure.3).

o o e

Figure.3 Image recalée sans interpolation

Pour raffiner et améliorer limage recalée
résultante, nous proposons d’utiliser une intefia
bilinéaire (Anti-aliasing) qui présente une teicjue
par laquelle nous diminuons l'effet d'escalier des
images, en créant des dégradés de couleurs lalmg
contours, pour les lisser. En effet, linterpolatio
bilinéaire prend une moyenne pondérée par la distan
des quatre pixels de I'image originale les plus phé
nouveau pixel (Figure 4).

", M,
W, w,

Tix)

", ",
Figure.4Principe d'interpolation bilinéaire

Limage recalée résultante aprés Iapplication
d’interpolation est illustrée par la figure ci-dess
(Figure 5).

D T %]

Figure.5lmage recalée apres interpolation

Le procédé de moyenne altére la valeur originale
des pixels et crée une valeur complétement nouvelle
sur l'image finale. Ceci peut étre nuisible dansgeno
cas. En effet, en visualisant la valeur de la mese
similarité (ccefficient de corrélation) entre I'imeagle
référence et registré interpolé, nous constatores qu
cette valeur se minimise.
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2. Résultat et discussion

Afin d’évaluer la performance de notre algorithme
nous avons utilisé & ce stade la base de données de
I'Université Vanderbilt [West 97] et nous avons ilién
nos expériences uniquement aux images IRM 2D
intra-sujets et particulierement au quatre prersiere
séries. Il est a signalé que les images sont dle tai
256x256 et en niveau de gris (16 bits/ pixels).

En premier lieu, nous présentons un exemple
d’'image recalée a partir de deux images référence e
cible afin de la visualiser.

En second lieu, nous allons apercevoir ce résultat
visuel par quelques valeurs de taux d’erreur agauiv
d’angle et translation qui sont calculés pour I'gaa
recalée résultante.

Finalement, nous présentons le taux d'erreur de
image recalée en comparant l'estimateur utilisé
(LTS) avec celle dautre qui sont utilisés dans la
littérature.

Cette évaluation permet d'apprécier a la fois la
robustesse et la précision de I'approche établitsda
cet article.

Les résultats obtenus sont convaincants et
présentent une avancée des travaux de recalage
d'images.

2.1.Recalage d'image référence et cible

Considérons deux images IRM intra-patient
référence et cible. Nous attribuons une transfdonat
manuelle a cette image de type rotation d’ariigi&0
degrés et de translation nulle.

Par la suite, nous essayons de recaler cette image
sur I'image référence. Elle est presque semblable a
image de référence. Limage recalée résultante es
une image qui subit une rotation remarquable
visuellement. Comme c’est illustré dans la figure
suivante (Figure 6).

b e BER)

ol Qprain fogsrain Fie fassntiancs

5 image rogiatrd avet \os paramatres danneds aprés ntarpolation

(a)lmage référence a gauche et (b) image recalée
image cible a droite 9

Figure.6Recalage de I'image cible sur I'image référence

Cependant, l'inspection visuelle n'est pas suffesan
pour apprécier la pertinence du résultat obtenwpar
méthode de recalage.

Pour cela, nous allons fournir une évaluation
rétrospective de recalage afin d'évaluer le reealag
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avec des résultats chiffrés.

Notre objectif dans cette étude est, d'une lpar
guantification précise des différentes mesures de
similarités fondées sur le ccefficient de corrélatat
d’autre part, sa comparaison avec celle obtenuesr
mesures de similarité classique.

En premier lieu, nous prenons les valelars
quelques mesures de similarités tel que le SSD
(Somme des Différences au Carré), SSA (Somme des
Différences Absolu) et CC (coefficient de corréai.

Ces valeurs de mesures de similarités sont priges e
'image référence et cible d’une part et entre éige
référence et recalée d'un autre part afin d'évalaer
recalage avec des résultats chiffrés. Ces valant s
présentées dans le tableau ci-dessous (Tableau.1):

Image référence et| Image reference et
cible recalée
SSD 7.6415 1.6366
SSA 1492777.07 639513.05
CcC 0.72 0.94

Tableau.Valeurs des criteres de similarité avant et
apres recalage par la méthode LTS

Le tableau (Tableau 1) présente les valeurs des
mesures de similarités avant et aprés recalages Nou
constatons que ces valeurs ont été améliorées apres
recalage. En effet, La valeur de -coefficient de
corrélation est comprise entre -1 et 1. Au cours du
recalage, ce critére doit étre maximisé.

Tandis que les valeurs de SSD et SSA doivent
décroitre jusqu’a atteindre des valeurs minimums en
cas de deux images semblables.

A partir des résultats obtenues, nous apercevons
que le CC croit apres recalage outre que les \aldair
SSD et de SSA diminuent ce qui signifie que la
similarité est amélioré entre I'image référenceibte
recalée.

2.2.Calcul de taux d’erreur

Dans cette expérience, nous allons dégager
I'erreur d'image recalée. En connaissant l'artglda
translation initiale horizontale dx et la tranglat
initiale verticale dy, nous calculons la transfotima
de recalage en utilisant comme estimateur le meindr
carré tamiseé.

Une fois nous obtenons la matrice de
transformation ou de recalage rigide, nous serons

capables de déterminer I'ang@ ainsi que les deux
vecteurs de translation horizontale dx’ et vehtica
dy’.

Par la suite, pour savoir le taux d’erreur au nivea
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d’angle on calcule la différence entrd et &
(equation.6).

do= 66| 6)

De méme pour le taux d'erreur au niveau de
translation horizontale noté tranx (équation 7desta
translation verticale noté trany (équation 8).

Transx=|dx’-dx| (7

Transy=|dy’-dy| (8)

Cette évaluation sera appliguée a des séries
d’'images référence et cible intra-patients diséndé
différentes angles.

Concernant les parametres d'appariement de
régions, tel que la taille de bloc ainsi le chaneps
et la résolution de champ sont les méme pour chaque

6 afin de ne pas influer sur les résultats.

Les résultats trouvés sont illustrés dans le tablea
ci-dessous (Tableau.2):

6=2 6=3 =5 6=100 | 6=20°
dx=0 dx=0 dx=0 dx=0 dx=0
dy=0 dy=0 dy=0 dy=0 dy=0
DO | 145 0.44 1.1° 1.99 12°
Tranx | 0 0 0 0 2
Trany | 0 0 0 0 1
Tableau.2Mesures de taux d'erreur au nivediangle et
translations
En visualisant ce tableau (Tableau.2), nous

pouvons déduire la faiblesse de taux d'erreur au
niveau de l'angle ainsi qu'au niveau des transtetio
horizontales et verticales puisque le taux d'errew
dépasse pas 2 degrés au niveau des angles adl8 pix
pour les translations. Cette déduction est valpble

les angles entre 2 degrés et 10 degrés.

Mais pour les angles les plus grands, de 20 degré
par exemple, nous aurons une erreur de I'angle2de 1
degrés. Ce qui présente une erreur tres élevée.

Pour cela, nous pouvons remarquer la précision
et la performance de notre algorithme pour legisa
de faibles angles.

En fait, notre objectif consiste a réaliser un
recalage pour deux images distinctes d'une
transformation qui est inapercue pour le radioébogu

Afin de tester la robustesse de notre méthode
d’estimation LTS par rapport aux autres méthodes,
nous allons dans ce deuxieme évaluation calculer la
moyenne de taux d’erreur de recalage exprimée en
pixels pour la translation et en degrés pour lation.

La moyenne de taux d'erreur de recalage a été
calculée, en utilisant la méthode de moindre carré
tamisé(LTS), sur plusieurs transformations difféesn
correspondant a des translation entre -20 et +2€i
et a des rotations entre -30 et +30 degrés.
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Une image IRM 2D cible a subi 20
transformations rigides, avec différentes valeues d
rotation et de translation.

Le tableau donne la moyenne de taux d'erreur de
recalage exprimée en pixels pour la translatioeret
degrés pour la rotation pour la méthode LTS.

Dans le cadre de cette évaluation, nous allons
comparer ces valeurs lors de [l'utilisation des
différentes méthodes d’estimation tel que le mandr
carré (MC) et le moindre carré repondéré (MCR)
[Putjarupong 04].

Le moindre carré est une méthode d’estimation qui
consiste a minimiser les résidus et qui prend en
considération les résidus importants qui ont umgefo
influence sur I'estimateur.

Le moindre carré repondérés consiste a minimiser
un crittre de similaritté en utilisant tous les
appariements qui semblent étre proche de la salutio
finale de moindre carré tamisé.

D’aprés la littérature, une étude comparative est
illustrée par le tableau ci dessous (Tableau.3):

Moyenne| LTS MC MCR

dd 18 3.90 0.14
Tranx 1.05 0.99 0.27
Trany 0.98 0.77 0.20

Tableau.3Vlesures de taux d'erreur pour la rotation et la
translation pour LTS, MC et MCR.

En visualisant ce tableau (Tableau 3), nous
pouvons déduire la faiblesse de taux d'erreur de la
méthode LTS au niveau de I'angle par rapport a la
méthode de moindre carré. En effet, la méthode MC
présente un taux d’erreur de I'ordre de 4 degré30}3
au niveau de rotation.

Le taux d’erreur obtenu pour la méthode LTS est
de I'ordre d’un pixel pour la translation et dedi@ de
2 degrés pour la rotation, conduisant a une p@tisi
significativement supérieure a celle de la méthode
MC.

En effet, le taux d’erreur dans I'estimation de la
transformation dépend principalement de la qualité
des appariements. Or, notre recherche des blocs
appariés se fait dans une zone de recherche donnée.

D'ou [l'estimateur reste toujours sensible a
'ensemble des appariements aberrants.

Les expérimentations faites sur une base d'images
IRM 2D monomodale intra-sujet ont montré que la
nouvelle approche qui utilise le moindre carré i
présente toujours des résultats meilleurs que le
moindre carré.

Mais toujours le moindre carré tamisé comme nous
pouvons le constater, est encore un estimateustebu
qui conduit & une bonne précision. |l apparaficdo
comme un bon choix pour le recalage dimages
monomodales.

ISBN: 978-9973-0-0124-5

3. Conclusion

Dans cet article, nous avons présenté une stratégie
générale de recalage d'images médicales IRM intra-
patient basé sur la méthode de I'appariement derrég
avec un estimateur de transformation robuste. Nous
avons présenté des expériences permettant d’appréci
a la fois la robustesse et la précision de I'appeoc
établit dans cet article. Sa n'empéche pas que ses
résultats peuvent étre plus raffiner si on pense
d’utiliser des filtres lors du recalage pour linnita
zone d'intérét d'un part, d’autre part tester dfaut
estimateur comme MCR dans notre application pour
profiter de ses avantages.
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