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Abstract systems-on-chip [4]. In comparison with previous

The design of multiprocessor system-on-chip hascommunication platforms (e.g., a single shared laus,
performance constraints which must be satisfiedhgy ~ hierarchy of buses, dedicated point-to-point wires)
communication architecture. Multistage interconimet ~ NOCs provide enhanced performance and scalabAlty.
networks have been frequently proposed as conmectio NOCs advantages are achieved thanks to efficiemtrah
means in classical multiprocessor systems. They areof wires and a high level of parallelism [5].
generally accepted concepts in the semiconductor Multistage Interconnection Networks (MINs) have
industry for solving the problems related to ongchi been used in classical multiprocessor systems. iAs a
communications. This paper proposes a methodotmgy f €xample, MINs are frequently used to connect thieso
the extension of a generic model (GeNoC) describmg ~ Of IBMSP [6] and CRAY Y-MP series [7]. Further on,
chip communications. At the generic level, the logpy ~ MINs are applied for networks on chip to connect
component and an extended routing function arenddfi ~ Processors to memory modules in MPSOCs [8]. These
and implemented in the ACL2 theorem proving architectures provide a maximum bandwidth to
environment. We achieve the validation of the elddn ~ components (processors, DSP, IP...), and minimuayde
model on a Delta multistage interconnection network access to memory modules. A MIN is defined by, its
case study. We thus show the utility of the apgraac  topology, switching strategy, routing algorithm,
give a more realistc model describing the Scheduling mechanism, fault tolerance [9], and dyina

communicationarchitectures. reconfigurability [10].
Another basic step in the design of an MPSoC is the

verification of the whole system, and especiallytiod
selected communication architecture. Traditionaths
verification is synonym with simulation [11] which

The future generation of platforms on muItlproce.s.so consists on the performance evaluation of the myste
systems-on-chip (MPSOCs) must satisfy many critical [12]. However, such technique provides npartial

requirements: they have to be energy efficientaphe verification, so it cannot cover all design errorgdetect

redllable, dand (;nust m;fer SUﬂI'.C'em corr_1rput|ng porgir undesirable situations (deadlock, starvation). Tiesv
advanced and complex applications. To satisfyrelie trend is then to adopt formal verification, whichbased

constraints simultaneously, future MPSOCs must on using methods of mathematical proof to ensuee th
integrate several types of processors and data myemo quality of the design, improve the robustness & th
units, adding more flexibility and programmability system, and speed up’the development [13].

the;e (_jevices [1.]‘ Therefo_re, researches_were docus In éeneral, two methods are applied in formal
mainly in squeezing computing and controlling powesr verification: model checking, and theorem provifige

a system on chip (SoC). As a result, many MPSOC g one consists in an exploration of the all teys

platforms have emerged [2]. states to check the availabilit ifi

. : . y of a specified pendy.
f Arl:ey step mth_e d(_eS|gn of Shl.mh systemls&s tr:jeacehﬁ. The second performs the proofs of theorems about a
of the communication —architecture. Indeed, this given model of the system. Although model checking

p(immunlcat|ontzrcthntec;[c?re mdur']st sup.por.:c .the etnt|re automatic and fast, it has many drawbacks like the
Inter-component data traffic and has a signifigaigac problem of states explosion due to the use oféfistate

olr: thet_overall\ll stystekm perfor(r:‘nha_mcel\[l?:]c.:As ﬁ promlggsi machines.  Therefore, theorem proving being
afternative,  INetworks on p (NoCs) have been independent of the system size, is much more efftdn

proposeq by academia and  industry to handleparticularwhen applied at a high level abstraction
communication needs for the future multiprocessor

1. Introduction



A Formal specification and verification of Delta
MINs for MPSOC in the ACL2 logic is investigated in
this paper. Section 2 discusses related work. dticse3,
the multistage interconnection networks architectis
introduced. Next, a formal approach to specify bipc
communications is detailed. Finally, we describev o
apply this formalism in a Delta multistage
interconnection networks case study.

2. Related work

Various works have been recently done to formally
verify on-chip communication architectures. Thep ba
classified into two categories: specific and gemeri

2.1. Specific formalization

Roychoudhury and al. verify the protocol AMBA
AHB [14]. The main contribution of this work is tave
formally validated a protocol involving pipeline in
operations. By using the SMV model checker, a stena
of starvation was detected. The same bus has been a
verified by Amjad [15]. A simplified model of the
AMBA bus has been implemented and validated by
using model checking and theorem proving.
Gebremichael and al. [16] verify the absence ofiftez
in the Athereal protocol of Philips by developing a
formal abstract model via the PVS model checker.

All the works described above develop a dedicated
formal model of the system. In addition, the moel
generally described at the RTL level which is a low
abstraction level. Therefore, given the increasing
complexity of future communication architectures fo
MPSOC, it becomes complicated to achieve such forma
verification especially through model checking.

2.2. Generic formalization

The generic formalization is based on a Generic
Networks on Chip model denoted GeNoC [17]. GeNoC

this function is guarantee through a key theorem
expressing that a sent message is always receivéd b
right destination without any modification of iterttent.
Verifying any instance of a given NoC is possible
through the GeNoC approach, provided that the NoC
components meet the generic constraints.

The GeNoC model has been implemented in the
ACL2 theorem proving environment. ACL2 (A
Computational Logic for Applicative Common LISP) is
a tool involving a mathematical logic of the firstder
and a theorem prover [18]. To prove one theoren,AC
uses various techniques like rewritten, simplificatby
the repeated substitution of equals for equals, the
decision-making procedures, and mathematic indactio

By applying the GeNoC approach, several NOCs
(Octagon, Mesh 2D) were specified and validated.[17
The GeNoC model also, has been extended to véify t
Hermes NoC [19].
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Figure 1. GeNoC: a generic network on chip model

2.3. Discussion
Compared to previous formal works in the context of

on-chip communications, GeNoC is innovative. Indeed
it has the specificity to be generic and it doesndke

takes into account the common components of any on-2ny assumption on topology, routing algorithm and

chip interconnection architecture, and models thera
functional style through four functions: "Send",edv",
"Routing” and "Scheduling”. The two first functions
describe the interfaces of any network, while "Rugit
and "Scheduling" embody respectively the routing
algorithm and the switching technique. Each of ¢hes
functions doesn’'t have an explicit definition bug i
constrained by properties modelled by theoremdedal
also proofs obligation.

The main GeNoC function is illustrated in figureltl.
takes as arguments the list of requested commiomsat

scheduling policy of the NoC.

In order to deal with our work in a generic apptgac
we choose to apply the GeNoC methodology to specify
on-chip communications based on Delta-MIN. As
defined in GeNoC, the routing function takes asutnp
only the set of nodesNpdeSét This function supposes
the existence of connections between two successive
nodes of a computed route. In this case studyjngus
done by applying the self routing. Such routing
algorithm depends on the destination addressvétsgin
each stage the port through which the message Imeust

network, and produces as result two lists: sucoéssf

the position of the next switch. Therefore, applythe

communications and aborted ones. The correctness of



actual GeNoC model to validate the Delta MINs is crossbarin a MIN, and b, a crossbar belonging to the

impossible without considering their topology. staggj. So, the Delta property can be defined as follows:
The main idea here is to extend the GeNoC model byif an input ofC; is connected to the outpatof C.,, then

involving the connection component, so that we desc  all other inputs oC; must be connected to the stqge)

a more realistic model of on-chip communicationee T  on outputs with the same index

extension is possible by defining formally and at a

generic level, abstract interconnection functioAfter

that, the networks case study can be validated by ‘ Mulistagesrtercomnecionsnetwarks

applying the GeNoC model extended.

3. MIN Architecture

In this section, we present an overview of the
networks used for the specification.

Blockingnetworks Nonblackingnetworks

‘ Banyan netwiorks ‘ Non banyan nefwarks

3.1. MIN Components

The common multistage interconnection networks { Deftznetuorks ‘ [ Non deltanetwarks
(MINs) used, haveé\ inputs and\ outputs nodes and are I
built usingrxr switches. Such MINs had/r switches \ | |

at each stage, arndg,N stages of switches denoted ‘ Omega Butterfly ‘ ‘ Baseline
The interconnection stag€% (0 = i =d) are associated
by links generated by applying permutation funcgion Figure 3. Classification of MINs
Figure 2 represents a generic model of MINs of size
NxN using crossbars withequals 2. 3.2. Delta networks
In a MIN, a path between a source and a target is
obtained by operating a switch at stagfg through the The difference between each of the existing MINSs is
upper output if the™ bit of the destination address is the topology of interconnection links between the
equal to 0, otherwise through the lower output. crossbar stages. A study of equivalence of a wandét

Delta MINs has been detailed in [20].
We show in table 1 the permutation links of the tmos
Hnodte o, c, "™ popular Delta MIN: omega, baseline and butterfty.al

. Coi ‘ 0. ; ; : :
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elements, the common permutation links used are:

- The perfect shlifﬂe denoted is a bit-shuffling
permutation wherer ( Xo.1 Xn-2...% Xo )= Xn-2... X Xg X-1-

- The butterfly permutation denotgdis a bit-shuffling
permutation where:

k
B(Xoae--%e1 X X1 Xa X0 ) = Xnogeee Xe1 Xo X100 X1 X,

B S

g ol

L il _. ’_ - The baseline permutation denotéds a bit-shuffling

— ‘._I_é 4 pekrmutation where:
Sto,,  Stg,  Stg, stg, Cste, O (Xt e X X X0X0 ) T Xoagoe e Xo X X X
Figure 2. A generic model of MINs - The identity permutation denoted | is a bit-shingf

permutation where:(K,.1 Xp2..-X1 Xo ) = Xn-1 Xn-2--X1 Xg -
3.1. MINs with Banyan property

Table 1. Permutation links in Delta MINs
We propose in figure 3 a topological classificatain
MINs. A banyan MIN is a multistage interconnection | Links permutation stage (d+1) stage k//[1..d] | stage O
network characterized by one and only one path eetw Omega o\ o' [
each source and destination. A banyan MIN of Blz&l
consists ofxr crossbars.
An interesting subclass of Banyan MINs is compose Butterfly o" &k I
of Delta networks. Let denote by; the i output of a

Baseline | 8 |




4. A generic formalization of communication
architecture

We describe below the methodology adopted to
specify in formal notations the interconnectionweaks.
We detail a generic topology and extended routing
components as extension of the generic model GeNoC.

4.1. The topology component

Taking into account the common components of all
networks topologies, we detail in this subsectibe t
formalization of a generic network topology compbse

of nodes set and connections. As the nodes set was

already defined in GeNoC, we focalize on the
generalization of connections. We keep the sameoGeN
notation of functions and predicates defined foe th
nodes.

X. It takes as arguments the vertex and the cornelspg
function list Ifpx. The predicatevalidlfp recognizes a
valid list Ifpx. The first constraint on topology (theorem
1) expresses the correction of the functifx. Such a
function is valid if, for every connectioenx generated
from a nodex (in NodeSetand its corresponding list
Ifpx, the second extremity ahx belongs to thé&odeSet
The access to the second extremity of any conmectio
chxis possible through the functiext2

o

Figure 4. A topology graph

Finally, we define in ACL2 the function nominated
Gen-Topwhich generates all the graph edges or links. It

The arrangement of the elements (nodes and lirfks) o takes as parameters the set of vert{d&sdeSet)the list

a network, especially the physical (real) and labic
(virtual) interconnections between nodes, defines i
topology. In general, the study of the network pégls
topology is assimilated to the study of a graphjctvh
vertices are the nodes of the network and its edges
the links connecting pairs of vertices. Traditidpak
graph has been always defined statically by itectibn
of vertices(V) and its collection of edge) [21]. In

of connections functiongListfp) and parameterpms-
top. The correction of5en-Topis defined by the second
theorem (theorem 2). It says that, for all validgmaeters
pms-top(recognized byalidParams-top and all valid
listfp (recognized byValidListfp); every connection
produced by the functionGen-Top is valid, i.e
recognized by the predicatéalidTop ValidCnxpis the
predicate associated to the validity of a connectiox

contrast, the approach is based on adopting atdirecThe definition 1 describes the functi@en-Top List is

graph for the topology, and the

interconnection functions list.

identifying

an ACL2 function used to build a list of elements.

In a direct graph, the edges are oriented from oneDefinition 1.

vertex to another. A vertex of the graph can be
connected to one or more other vertices. In genéal
generate one edge or link from the verkexve have to
apply a mathematical function designated fpy Such
function expresses the relation between the vettamnd
one of its outgoing edge. All outgoing edges frem@re
the result of the application of a list of functsodenoted
Ifpx. For the validity of the generic topology modek w
suppose that for each vertex, such mathematicatibm
list exists. The main constraint to check on thiapty
topology is that a vertex produced by a given function
connectiorfp, is really in the nodes s@tlodeSet)Figure

4 shows a simple topology graph in which nodes are

naturals NodeSet= (1,2,3)) and its connections are
described by an incremental functifpr= '+1".
In the ACL2 logic, we define the function denoted

Gen-Cnxwhich generates all the edges of a given vertex

Gen-Top (NodeSet,listfp, pms-top)=
[J(List (Gen-Cnx (x, Ifpx)))
x[/NodeSet
lfox Listip

The translation of the generic definitions in ACis2
possible through the encapsulation principle [2Zis
principle introduces under certain constraints,cfioms
symbols without any explicit definitions. The caagtts
are theorems.

(encapsulate (((f x1...xn) =>*))
(local (defun f (x1 ...xn)
(defthm thm-1 )

B)

When the encapsulated event is admitted, the ACL2
theory is extended by the axiofnis constrained witlp
The functionf doesn’t have an explicit definition but we



know that it has the property So, a definition of a

given functiong is an instance of the encapsulated

function f, only and only if, g can satisfy the same

GeNoC defines three constraints on theotting”
function. The first constraint is related to thdidity of

constraints of. Otherwise, all theorems expressed at the computed routes which is expressed by the predicate

generic level fof, have to be proved foy.

Theorem 1. Definition of connection functions
[Jx [7NodeSet//Ifpx, Validlfp (Ifpx)
= [Jcnx [J Gen-Cnx (X, Ifpx), ext2 (cnxj NodeSet

In the ACL2 logic:
(defthm ext2-Ifpx-in-nodeset
(let* ((nodeset (NodeSetGenerator pms))
(cnx (Gen-Cnx x Ifpx))
(ext2 (ext2 cnx)))
(implies (and (ValidParamsp pms)
(member-equal x nodes)
(Validlfp Ifpx))
(member-equal ext2 nodeset))))

Theorem 2. Definition of connections
[Ix [7NodeSet//Ifpx, Validlfp (Ifpx)
= [Jcnx [J Gen-Cnx (X, Ifpx), ValidCnxp (cnx)

In the ACL2 logic:
(defthm gen-top-generates-valid-top
(let ((nodeset (NodesetGenerator pms))
(top (Gen-Top nodeset Listfp pms-top)))
(implies (and(ValidParamsp pms)
(ValidListfp Listfp)
(ValidParamsp-top pms-top))
(ValidTop top))))

4.2. Extended Routing function

As we said earlier, the generic routing function
depends only on the set of nodésofeSet For each
missive (message) denotedfrom the set of missived,
“Routing” applies a functionp that computes all
possible routes between the origin of the missi¥ay)
and its destination Desty)). We have redefined the
routing function; so that it takes into account thieole
topology (denotedop)which is composed of nodes and
connections. In particular, the functipnmust takes into
account theTop. The new routing function is designated
by Ext-Routing(definition 2). In this definition, we use
Idy, Frmy, Orgy, Dest, which are GeNoC functions
giving access to the elements of a missive. A wisi a
data type defined also in GeNoC. It represents ssage
having the form: il org frm dest, whereid is used to
identify the messagegrg is its origin, destdenotes its
destination andfrm is the content of the message.

Definition 2.

Ext-Routing (Top,M)=

LJ (List (Id(m),Frmy(m),o(Orgy (M), Dest (m), Top))
m /M

ValidRoutep It said that any route produced by the
function p must be valid. Saor, is valid only if it starts at
the source nod@Orgy (m)), terminates at the destination
node (Dest; (m)), all the nodes of the route are
included inNodeSetandr includes at least two nodes.
We also redefined/alidRoutepin order to involve the
topology component. The new computed routs no
longer just composed of nodes but of connections. W
denote thé" element ofr by r[i] , and byl thelength of

r. Thus, the new predicatext-ValidRoutepequires that
the first of element of (function first) is equal to the
origin of the missivgOrgy (m)), the last ofr (function
last) is equal to the destination of the missi@est,
(m)), thatr[i] is a connectiorcnx included inTop, and
thatr has a lengtlh greater or equal than llis equal to 1

if the origin and the destination are directly cected.

Definition 3. Definition of the route validity
Ext-ValidRoutep (r, m, Top) =
7 [ (First (r[0]) = Orgy (M)

(Last (r[l-1]) = Desf; (m)

rJ Top 7 (len(r)>1)

The constraint concerning the validity of routes is
redefined in theorem 3. The GeNoC predicate denoted
Misp recognizes a valid list of missives. We have
redefined it to include the topolodywp.

Theorem 3. Validity of routes produced byp

OM, Mgy (M, Top)

=>0mO M, Or [ p(Orgy (m), Desl (m)),
Ext-ValidRoutep (r, m, Top)

The two other constraints defined on the GeNoC
routing function remain almost valid and won't beet
subject to modifications.

5. Specification and verification of a Delta-
MIN based architecture

In this section, we apply the extended GeNoC model
to validate the Delta multistage interconnection
networks. We insist on the applying of the generic
topology to a Delta MIN case study.

5.1. TheDelta MIN topology component

The generic approach requires beginning by
identifying the connection functions to apply tmgeate



all the network connections. Once this list idaatf we
have to check the three main constraints expresisttw
generic level: one constraint defined in GeNoC tfo
validity of the nodes set; and the two constraihtt we
have defined for the connections (theorem 1 and’123.
Delta MIN topology as described above (figure 3) is
composed of nodes and connections.

-The set of nodesa pair of coordinates (x y) is used to
represent a node in a Delta MIN. The coordinates x i
decimal. It represents the stage of nodes to whic

(let ((n (car nodes)))
(cond

;; connection source-switch

((s-node n d)

(append (list (gen-one-cnx n 'nil (car Ifp)))
(gen-top-dmin (cdr nodes) Ifp d r)))

;; connection switch-switch
((and (sw-node n d) (> (caar n) 1))
(append (rev (gen-cnx-node n r (cadr Ifp)))

h (gen-top-dmin (cdr nodes) Ifp d r)))

belongs the node. The Y coordinate is binary and it ;:connection switch-destination

describes the position of the node within the satage.
The functiongen-nodes-dmimgenerates all nodes of the

network. It takes as parameters N, the size of the

network, and r (r=2), the degree of switches. Talaity

((and (sw-node n d) (equal (caar n) 1))
(append (rev (gen-cnx-node n r (caddr Ifp)))
(gen-top-dmin (cdr nodes) Ifp d r)))))))

Theorem 5.

of these parameters is recognized by the predicatqgefthm dest-cnx-in-dmin-nodeset

ValidParamsp-dmin We define also another predicate
called dmin-nodesetgor the whole nodes validity. The
nodes set generation is constrained by the thedrem

Theorem 4. Nodes set generation

(defthm gen-nodes-dmin-correct

(implies (ValideParams-dmin pms)
(dmin-nodesetp(gen-nodes-dmin pms))))

-Connections we represent a connectionxin a Delta
MIN by a list ((x px) (y py)) wherex is the origin ofcnx

px is the port involved irtnx y is the second extremity
andpy is the port ofy. For example, the connecti¢f{3)

(0 1)) LO) (((2) (1 0)) ROYenotes that the parD of the
switch ((3) (0 1))is connected to the poRO of ((2) (1
0)). In the case of Delta MIN, the connection funcsion
are always a list of three permutations to apply
respectively on the first stage of connection, riiddle
stages and finally, on the last stage.

In the ACL2 logic, we define the functiogen-cnx-
node that generates all connections of one noddt
takes as arguments the naderigin of connections, the
list of permutation functions, the parametedenoting
the stages number of the network, aride degree of the
switches. The theorem 5 is an instance of the &madr
expressed at the generic level. It checks thatyewede
ext2produced by the permutation functies; (modelled
by sigmal belongs to the set of node®(e3. The same
constraint must be also verified for the other two
permutation functions. We define below the function
gen-top-dmin (definition 4). It generates all the
connections of a Delta MIN by taking as inpitandr
previously defined, and the type of the Delta Me
last parameter is used ggn-topologyto select the types
of permutations corresponding to this network.

Definition 4. Generation of Delta MIN topology
(defun gen-top-dmin (nodes Ifp d r)
(if (endp nodes)

nil

(let* ((nodes (gen-nodes-dmin pms))
(cnx (gen-one-cnx extl i 'sigmak))
(ext2 (ext2-cnx cnx)))

(implies (and (ValidParamspD pms)
(member-equal extl NodeSet)
(true-listp i)

(valid-fp fp))
(member-equal ext2 nodes))))

Finally, we prove the third constraint that expessghe
validity of connections (theorem 2 at the genegieel),
and check the compliance of the definitions witle th
generic topology component extended.

5.2. The Delta MIN routing component

The routing algorithm used in Delta MINs is thefsel
routing. It depends only on the destination address
called also control sequence. If the correspondiigit
of the control sequence is equal itothe message to
deliver will be switched to the outputof the current
crossbar. Here, the routing algorithm must take int
account connections. Indeed, the only informatibthe
port through which the message must be switchedtis
enough. Thus, we must look in the topology for the
connection with the current switch as origin.

As defined in ACL2, the routing functiorouting-
dmintakes as arguments the list of missives to bestbut
through the Delta MIN, and the parameters to gdeera
the whole topology. For each missiveuting-dmincalls
the following function compute-rte (definition 5) to
compute the route between the originon) and the
destination 1o).

Definition 5. Function compute-rte.
(defun compute-routes-dmin (from to cdrto top)
(if (endp cdrto)
nil
(let*((bit_rtg (car cdrto))
(from-a (adapt-node from bit_rtg))
(next-node (ext2 (rech-top from-a top))))



(cond using the ACL2 theorem proving environment. To

achieve the routing extension, we have formaliZeal t
general common relation between topology and rgutin
In the case study, we specify and verify Delta istage
interconnection networks, as an instance of therehd
generic model.

The framework presented in this paper opens
promising trend for further development as compleime
to traditional verification techniques. We are eutly
investigated in the checking of the correspondmging
constraints and the integration of a pre-validated

The ACL2 theorem proving environment provides Scheduling mechanism in order to validate the main
also an execution engine. Thus, we can simulate theGeNoC function.
execution of the definitions. We present below a
simulation of the functionrouting-dmin showing the
progression of the list of missives (table tBjough an
omega network 8x8, using 2x2 crossbars. [1]

;; destination bit equals 0

((equal bit '0)

(list* (list from-a next-node)
(compute-routes-dmin next-node to (cdr cdrto)
top)))

;; destination bit equals 1

((equal bit '1)

(list* (list from-a next-node)
(compute-routes-dmin next-node to (cdr cdrto)

top))))))
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extended generic model to give a formal specificabf

any communication architectures.
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