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Abstract

A new approach for automated diagnosis and claasiiin of Magnetic Resonance (MR)
human brain images is proposed. The proposed meitsexl\Wavelets Transform (WT) as
input module to Genetic Algorithm (GA) and Suppdfector Machine (SVM). It
segregates MR brain images into normal and abno@al contribution employs genetic
algorithm for feature selection which requires mdahter computational burden in
comparison with Sequential Floating Backward Seec(SFBS) and Sequential Floating
Forward Selection (SFFS) methods. A percentagectexturate of 88.63% is achieved. An
excellent classification rate of 100% could be aebd using the support vector machine.
We observe that our results are significantly lvdtian the results reported in a previous

research work employing Wavelet Transform and Stipgector Machine.
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Magnetic Resonance Imaging (MRI).
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Medical mage Classification Using an Optimal Feature Extraction

Algorithm and a Supervised Classifier Technique

1. Introduction

Magnetic resonance (MR) imaging is currently anspdnsable diagnostic imaging
technique in the study of the human brain (Neetaple 2010). It's a non-invasive
technique that provides fairly good contrast resofufor different tissues and generates an
extensive information pool about the condition b tbrain. Such information has
dramatically improved the quality of brain pathofodiagnosis and treatment. However
this big amount of data makes manual interpretatropossible and necessitates the
development of automated image analysis tools. @dimg technologies and systems may
be classifed into the categories of imperativepaoitnic, and cognitive from the bottom up
according to theories of cognitive informatics (\JaB009).

There is a variety of automated diagnostic tookt #re developed by applying
sophisticated signal/image processing techniquélizing transforms and, may be,
subsequently applying some computational inteltigéechniques. In one possible
methodology, the process of automatic segregatioroonal/abnormal subjects, based on
brain MRIs, is illustrated as a three-step procéssture extraction, feature selection and
nonlinear classification.

To extract features from the MR brain images sdverage analysis methods are
used: e.g. Gabor filters, Independent Componently&iza(ICA) (Moritz et al., 2000),
techniques employing statistical feature extracfflike mean, median, mode, quatrtiles,

standard deviation, kurtosis, skewness, etc.) (Beiggl., 2005), Fourier Transform (FT)
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based techniques (Bracewell, 1999), Wavelet TramsfOVT) based techniques (Mallat,
89; Kharrat et al., 2009), etc. while Fourier Tifans) provides only frequency analysis of
signals, Wavelet Transforms provide time-frequeaglysis, which makes it a useful tool
for time-space-frequency analysis and particulfotypattern recognition.

We use Genetic Algorithm (GA) to find minimum fegds subset giving optimum
discrimination between extracted features. GA psoebe the most efficient compared
with classical algorithms (Siedlecki et al., 1988¢luding sequential forward selection
(SFS), sequential backward selection (SBS), se@lditating forward selection (SFFS)
and sequential floating backward selection (SFBS).

We apply machine learning algorithms to obtain dlaessification of images under
two categories, either normal or abnormal (Chaptoél., 2006; El-Dahsan et al., 2009;
Zacharaki et al., 2009). Support Vector Machined/MS) are widely used for
classification tasks due to their appealing gefea@bn properties and their computational
efficiency.

The rest of the paper is organised as follows. i@®c2 presents the Wavelet
transform for feature extraction. Section 3 is dedofor feature selection employed for
Genetic Algorithm. Image Classification is presenie Section 4. The performance
evaluation, the feasibility and superiority of fh@posed approach is conducted in Section

5. Finally, the section 6 presents our conclusions.

2. Feature Extraction Using Wavelet Transform

For the feature extraction there is a wide varigtymulti-resolution approaches
mainly Fourier transform (FT) and wavelet transfofddT). Wavelets are mathematical
tools for analysis of complex datasets. These madlieal functions decompose data into

different frequency components and then study eaatponent with a resolution matched
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to its scale. Compared with Fourier transform, vietvigansform seems as an efficient tool
in many ways. The Fourier Transform suffers from kimitation that the provided image
representation is based only on its frequency orated is not localized in time. Another
problem is that the Fourier Transform cannot preuidhe evolving effects of frequencies
in non stationary signals whereas wavelet transféunctions provides a hierarchy of
scales ranging from the coarsest scale in staoaratin non-stationary signals. Hence
wavelet transform has received much attention psomising tool for feature extraction
from images because it can represent an imageiatigsaesolutions and because there is a
wide range of choices for the wavelet functions.

The mother wavelet is the basis of a wavelet foans As the pixel intensity
values vary smoothly, we choose Daubechies-2 (Malld89; Kharrat et al., 2009) for
efficient representation of smoothly changing signAlthough Daubechies-2 is expensive
to compute, it is better than Haar wavelet andreawler excellent classification accuracy.
Daubechies-2 level 1 wavelet approximation coedfitiof the MR brain images are
extracted and used as feature vector for optinoisati

The extraction of a variety of 44 features is perfed by wavelet transform due to
its multi-resolution representation. In frequenoy apatial domains, both mean and range
of each measure over the four offset angles am aséeatures:

- Frequency domain includes: Angular second momeantr@st, inverse difference
moment, sum average, sum entropy, Entropy, Difleerentropy, Cluster
Prominence, Cluster Shade, Dissimilarity, Energyomdgeneity and Inverse
difference normalized (Haralick et al., 1973; Miehd 994; Dhawale et al., 2007).

- Spatial domain includes: Correlation, Variance, stariance, Difference variance,

information measure of correlation I, informatiomasure of correlation Il, maximal
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correlation coefficient, Correlation mat and Maximuyrobability (Haralick et al.,

1973, Kalpalatha et al., 2009).

3. Feature Selection Algorithms

3.1 Selection Problem

Feature selection refers to algorithms that ougpsiibset of the input feature set. Y
represents the original set of features and X sgmts the selected subset that id X
Feature selection criterion are of crucial impoc&nThey divide feature selection methods
into two categories: the filter method and the yepone (Kohavi et al., 1997). Whereas
the wrapper method uses classification accuracyfeasire selection criteria; the filter

method employs various measurements as shown ih. Fig

\4
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Despite the rapidity of the filter approach, it daet improve the performance of

the classification stage. In our paper we use ttapper method.
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3.2 Overview of Feature Selection Algorithms

Feature selection algorithms are divided into twaimrcategories: artificial neural
networks (ANN), and statistical pattern recognit{@PR) techniques giving the optimal
solution or suboptimal feature set. In the suboatimethods, one can maintain a
population of subsets or store a single “currentitiire subset and make modifications to
it. Also algorithms may be deterministic, producthg same subset on a given problem, or
stochastic having a random element to producerdiitesubsets on every run. The Fig.2
shows the tree of some representative featuretgeieadgorithms.
3.2.1Suboptimal Method

These methods are not guaranteed to produce thmabptesult as they don’t
examine all possible subsets. They include detestitn Single-Solution Methods and
deterministic, stochastic Multiple-Solution Methods
3.2.1.1Deterministic, Single-Solution Methods

They are the most commonly used methods for perfgnselection. Being
referred to as sequential method, deterministiglsisolution method start with a single
solution and iteratively add or remove featuresil ome termination criterion is met.
They are split into those that start with the fedit and delete features. Kittler (Kittler,
1978) compares these algorithms with the optimandth-and-bound algorithm by
applying a synthetic two-class Gaussian data setil Rt al (Pudil et al., 1994) modify
Kittler's comparative study by introducing sequeahtiloating forward selection (SFFS)

and sequential floating backward selection (SFBS).
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Figure 2. Categories of feature selection algorithms

3.2.1.2 Deterministic, Multiple-Solution Methods

They are referred to as “feature selection lattisgice they treat the space of
subsets as a graph. Siedlecki and Sklansky (Siedétcal., 1989) have discussed the
performance of “beam search” and a best-first $eardhe space of feature subsets and
induced that both methods maintain a queue of plessolutions.
3.2.1.3 Stochastic, Multiple-Solution Methods

Among Stochastic, Multiple-Solution Methods, we asse the genetic algorithm.
GA is an evolutionary method inspired by the ndtpracess of evolutional. It allows a
randomised search guided by a certain fithess mea8ufeature subset is identified by a
particular binary string of length n, with a zemoome in position i denoting the absence or
presence of feature i in the set. In each iteratbthe algorithm (generation), a fixed
number (population) of possible solutions (chronmess) is generated by means of
applying certain “genetic” operators in a stocl@agtiocess guided by a fithess measure.

Each chromosome is evaluated to determine itse$gih. New chromosomes are created
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from old chromosomes by the processes of recombmatrossover and mutation which
represent the most important genetic operatorsdl&iki and Sklansky (Siedlecki et
al.,1989) introduced the use of genetic algoritli@a) for feature selection.

3.2.2 Optimal Methods

Among optimal method brand-and-bound (BB) featuededtion algorithm.
Narendra and Fukunaga (Narendra et al., 1977)dated this algorithm to find the
optimal subset of features much more quickly thamaastive search. Yu and Yuan (Yu et
al., 1993) modified Narendra and Fukunaga’s braarah bound algorithm and introduced
BAB+. They showed that BAB+ outperforms the originlgorithm both analytically and

experimentally. Their modification essentially rgo@es all “string-structure subtrees”.

3.3 Feature selection via genetic algorithm

Genetic algorithms are stochastic global adaptesrch techniques based on the
mechanisms of natural selection. GAs comprisesbaefuof Darwinian evolution-based
optimisation techniques focusing on the applicatioh selection, mutation, and
recombination to a population of competing problestutions. Recently, GAs have been
recognized as parallel, iterative optimizers arttieht techniques to solve optimization
problems (Huang et al., 2006), including many pattecognition and classification tasks.
Compared with other optimization techniques, GAstswith a random initial population
containing a number of chromosomes where eachepregents a solution of the problem
which performance is evaluated by a fitness fumc{ib). They operate in cycles called

generations; the population undergoes reproduati@annumber of iterations.
. 1
fitness=W, x Accuracy+W,, N 1)

WhereW, is the weight of accuracy anWl,, is the weight of N feature participated

in classification where K 0.
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The GA maintains a population of competing featwa@sformation matrices. To
evaluate each matrix in this population, the inpatterns are multiplied by the matrix,
producing a set of transformed patterns which bhes tsent to a classifier. The classifier
typically divides the patterns into a training sgsed to train the classifier, and a testing
set, used to evaluate classification accuracy.adoeiracy obtained is then returned to the
GA as a measure of the quality of the transfornmativatrix used to obtain the set of
transformed patterns. Using this information, th& &arches for a transformation that
minimizes the dimensionality of the transformedigrais, while maximizing classification
accuracy.

Basically, GA consists of three main stages: SelecCrossover and Mutation. At
each step, the Genetic algorithm selects indivkldedm the current population to be
parents and uses them to produce the childrerhéonéxt generation. The parents which
are subject to genetic operators produce offspiiihg. offspring which may be better than
their parents are inserted into the population.ditiate solutions are usually represented as
strings of fixed length, called chromosomes. Adfia or objective function is used to
reflect the goodness of each member of the populaand to measure the fithess of a
chromosome. Chromosomes of low fitness are elirathand the ones of high fithess are
kept and moved to the next generation. The appicaif these three basic operations is
repeated for many generations and finally stopsmwieaching individuals that represent
the optimum solution to the problem.

GA can be applied to the tuning of brain MRIs imicial medicines to ensure the
selection of optimal feature set. The block diagfamthe entire system is given below

“Fig. 3”.

Extracted feature Selected feature
set (d) set (1)

10
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Figure 3. Block diagram of the entire system

The goal of GA System is to find a subset of siz&mongd variables (<<d),

which optimizes the performance of the classifier.

4. SUPPORT VECTOR MACHINE FOR CLASSIFICATION

4.1 Review of support vector machine learning

A support vector machine, introduced by Vapnik,aissupervised, multivariate
classification method that takes as input labeksd dcom two classes and outputs a model
file for classifying new unlabeled/labeled dataoimne of two classes. The method has
previously been applied to neuroimaging data (G#tapt al., 2006; El-Dahshan et al.,
2009; Zacharaki et al., 2009; Fan et al., 2005yidtds successful classification results
mainly making binary classification and solving dar and non linear classification
problems. The image data doesn’t need to satishasisumptions of random Gaussian field
theory so that image smoothing is unnecessary.lsbeof SVM, involves two basic steps
namely training and testing. Training an SVM invedvfeeding known data to the SVM, to
form a finite training set. The training set allo8¥M to get its intelligence to classify
unknown data. SVMs are related to other multivariaethods such as canonical variate
analysis, a method successfully applied to fatig anages of patients with Alzheimer’s
disease (Magnin et al., 2009). SVM is based onsthectural risk minimization principle
from the statistical learning theory. It is appliedsically for the binary classification and

then extended to the multiclass case (Yan, 20f)p&se we have a training set composed

of N samples XX .}, X, OO". Let scalar y denote its class label that is, ¥ . Let
{(x,y;),1=1, 2, ... denote a given set dtraining samples.

4.1.1 Linear separation

11
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It is the simplest case where the input patteresliaearly separated by a hyper-
plane defined in (2),
F(x) = WT x + b=0 (2)
WhereW is an adjustable weight vector, alds the bias term. For each training
example xthef(x)= 0 for y, =+1 andf(x)< 0 for y,=-1. If y is “1”, it means that the input

example is normal. I is “-1”, the input example is abnormal. In “Fid, 2he margin

between two hyper-planes;HW'x, +b =1 and H: W'x +b=-1 is—:, and the hyper-

[

plane that maximizes the margin is the optimal sdp®y hyper-plane. Thus, the

2
| :

optimization is now a convex quadratic programnpngplem.

4.1.2 Non Linear separation

It is the case in which the linear hyper-plane doubt be found to separate data
even with the use of relaxation variable. It use®a-linear operatab(.) to map the input

pattern x into higher-dimensional space. The noedr classifier so obtained is defined as

in (3),
F(x) = WT ®(x) + b (3)

Which is linear in terms of the transformed ddtéx) but non linear in terms of the

original data %/ 0", Following non-linear transformation, the parametef the decision

functionf(x) are determined by the following minimization crite

MindW, &) = ZW[* +C3 4 @

Subject to

yi(WTcD(Xi)-'-b)Zl_fi’ $ 20 (5)

12
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v

Figure4. Separating hyper-plane between two classes

4.2 Support vector machine kernel functions

The kernel function in an SVM has an important rtilat consists in implicitly
mapping the input vector (through an inner prodoatp a high-dimensional feature space.
It aims at controlling the empirical risk and clifisation capacity in order to maximize the
margin between the classes and to minimize the ¢asts. When choosing a kernel
function, it is necessary to check whether theisdinearly or non-linearly separable.
When the set is linearly separabl&(Xi,X) is kernel function and means inner
productx,, x). When the set is non-linearly separale(Xi, X) is kernel function, and it
must satisfy the Mercer condition. Mercer’'s theorstates that a non-linear mapping
underlies a kerngf(Xi,X) provided thak(Xi,X) is a positive integral operator (Scholkopf,
1999); that is, for every square integrable funtt¢.) defined on the kernéd(Xi,X), the

kernel satisfies the following condition,

JJK(x y)a()g(y)dxdy= 0 ©)

There are several types of kernel learning methboassatisfy Mercer’'s condition
such as polynomial and RBF. These are among thé ecoasmonly used kernels in SVM

research.

13
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4.2.1 Polynomial learning machine

The polynomial kernel is defined as follows,

K(x, y) =(xTy+ 1) (7)
Where p, the order of a kernel, is a positive camist
To construct polynomial decision rules of degree@he can use the following

function for convolution of the inner product,

Kx,%) = [(xx %) +1]° (8)

The decision function becomes,

FO) =sign( 3. viai[(x xx) +1]° - b) )

Support
Which is a factorization of the d-dimensional paymals in n-dimensional input

space.

4.2.2 Radial Basis Function machines

Classical radial basis function machine uses thewng set of decision rules,

F(x) = sigr(ZN: a,y, K, (x= x| =b) (10)

Where N is the number of support vectoyshe width parameter of the kernel

function, K (X - %) depends on the distanpe- x| between two vectors.

5. Performance Evaluation

5.1 Data

The images used in this work, are some of the beadhimages downloaded from
the Harvard Medical School webpage, freely avadaiol public domain (Keith et al.,

1999). The images belong to the whole brain atisgre the brain image datasets are

14
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acquired using several imaging technologies. Wee hasted our classification algorithm
for several MR images, some of which belong to rarirain and others belong to
pathological brain “Fig.5”. All these normal andtipalogical benchmark axial images are
three weighted ones (enhanced T1, proton densiB) @&hd T2). These images are
acquired at several positions of the transaxiatgdaas 256256 sizes. By convention, for
all images, the subject’s left is at the right bé timage. For each image available, the
location of the image in the whole brain dataseshswn in the side view, i.e. in the
sagittal image. For our case study, we have coresida total of 83 transaxial images (29
belonging to normal brain and 54 belonging to platdical brain, suffering from a low
grade glioma, Meningioma, bronchogenic carcinomigbastoma multiforme, Sarcoma
and Grade IV tumors) in several brain locations: these pathological brains, suffering
from tumors, we have included images acquired #Herént time instants. The main
objective of our algorithm is to segregate nornrailboMR images from pathological brain
MR images. We have considered that all images belgrto seven persons (four men and

three women). Their ages vary between 22 and 8kyea

(a) (b) (€)
Figureb. A sample MR image (a) normal brain, (b) abnormalrr(c) Alzheimer’'s

didease

15
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5.2 Experimental Results

The proposed methodology of classifying MR imagekuwmnan brain is shown “in

Fig.6”. The method uses the steps of feature etirgadeature selection and classification.

MR Images Features Features : J ol i ! _CIaSSiﬁed
(Input) ™| Extraction Selection > “lassiier _:" Images
SWM |
. » Training '
Figure®6. MR Images Classification
Table 1. Parameters of GA
GA PROPERTY VALUE/METHOD
Size of generation 100
Initial population size 30

Performance index/fithess
function

fithess equation (1)

Selection method Tournoi

Probability of selection 0.05

Crossover method Arithmetic crossover
Crossover Probability 0.9

Number of crossover points 1

Mutation method Uniform mutation
Mutation Probability 0.01

For each image, we implement Wavelet transformvem@xtract five features from

these outputs. As described before we applied émetge algorithm parameters to reduce

the number of extracted features. The Genetic ihgorparameters chosen as described in

“table 1” prove to be more useful and accuratéhag give better selection results.

We perform various feature selection algorithmeualuate their performances. “Table 2”

summarized the classification results.

16
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Table 2. Results of feature selection by sequential sedggrithms (forward and

backward) and genetic algorithm (Kharrat et al1®0

FEATURE SELECTION NUMBER OF CLASSIFIER ACCURACY

FEATURES BY NORMAL AND PERCENTAGE
PATHOLOGICAL BRAIN REDUCTION
SFBS 11 100% 75%
SFFS 7 100% 84.09%
7 100% 84.09%
GA 6 100% 86.36%
5 100% 88.63%

In the case of classification of normal and patpmal brain, the Sequential
Floating Backward Selection (SFBS) method achievelssification result of 100% with
11 of the available 44 features. This accuracynslar to that obtained by only 7 features
for the Sequential Floating Forward Selection (SFRethod. Using GA, the selected
feature set contains only 5 features to achieveséime classification accuracy of 100%.
The feature size is reduced by 88.63%. The classiftcuracies for different feature set
sizes for the feature selection methods are ilitest “in table 2”. This theoretical result is

due to the perfect separation between data incleeted base.

Table 3. Results of feature selection performed by GA fovalet features

FEATURE CLASSIFIER
SELECTION FEATURE SET ACCURACY

Mean of Correlation, mean of Maximuni00%
probability, mean of Difference variance, mean of
Information measure of correlation I, mean |of
Inverse difference moment normalized, range of
Contrast, range of Homogeneity
GA Mean of contrast, mean of Information measure 1¥0%
correlation 1, mean of homogeneity, mean | of
Inverse difference moment normalized, mean of
homogeneity, range of autocorrelation
Mean of contrast, mean of homogeneity, mean ldi0%
sum average, mean of sum variance, range of
autocorrelation

17
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“Table 3” presents the best chromosomes found ey algorithm during the
execution. The classification performance of 10086obtained with 5 of the whole
available features. Therefore it is possible tssifg the normal brain and pathological
brain with minimum number of features. Thus thet cd<lassifier can be reduced.

The feature vectors and output labels, for all iesafprm a complete dataset are
divided into two subsets: a training dataset anesting dataset. We use 12 normal brain
images and 20 abnormal images in the training phabereas in the testing phase, we use
29 normal brain images and 54 abnormal images.S\NHd classifier is trained utilizing
the training dataset. Then the SVM is implementetesting phase. In testing phase, each
feature vector, corresponding to a test imagendsvidually input to the SVM classifier,
which produces a continuous output. If the contusumutput is positive, then this

continuous output is assigned to the output clags=+1 (belonging to normal brain).

Conversely, if the continuous output is negativeent it is assigned to the output class

k....=-1 (belonging to abnormal brain). To determine tke the test image is correctly

class ™
classified or not we compare the output class withcorresponding; (which is already
known before hand for the test image). This prodgssgepeated for each exemplar in
testing dataset, i.e. each test image. Finally, tdsting classification accuracy of the
algorithm is reported on the basis of the classifonn performance for the entire testing
dataset.

Two major parameters applied in SVNG andy, must be set appropriately.
ParametelC represents the cost of the penalty and parametdhe width of the kernel
function. The choice o€ value influences the classification outcome pndlue affects
the partitioning outcome in the feature space (#adpb, 2001). Hence, the values ©6f=8

and y=2, as the best optimised parameters to apply inmplementation. To guarantee

18
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valid results for making predictions regarding neéata, the dataset is further randomly
partitioned into training sets and independentgett via ak-fold cross validation. Each of
the k subsets acted as an independent holdouséesior the model trained with the
remainingk-1 subsets. The advantages of cross validatiothateall of the test sets were
independent and the reliability of the results ddug improved. The data set is divided into
k subsets for cross validation. A typical experimesesk=5. Other values may be used
according to the data set size. For a small ddtatseay be better to set largerbecause
this leaves more examples in the training set. $tudy usek=5, meaning that all of the
data will be divided into 5 parts, each of whicHlwake turns at being the testing data set.
The other four data parts serve as the training dat for adjusting the model prediction
parameters.

The linear kernel, the RBF and polynomial functians used for SVM training and
testing. The accuracy of classification is highRBF kernel (100%) in comparison with

the linear and polynomial kernels.

Table 4. Classification performance comparison for brain Mfages

NO. OF FEATURES
CLASSIFICATION ACCURACY

ALGORITHM EXTRACTED
DWT-SOM (Chaplot et al., | 4761 94%
2006)
DWT-SVM with linear 4761 96.15%
kernel (Chaplot et al., 2006)
DWT-SVM with polynomial | 4761 98%
kernel (Chaplot et al., 2006)
DWT-SVM with radial basis | 4761 98%

function based kernel
(Chaplot et al., 2006)

Our proposed WT-GA-SVM| 5 100%
based classifier

“Table 4” presents the performance comparison ofppoposed method, compared

to recently reported brain MR classification resuit S. Chaplot’'s manuscript (Chaplot et

19
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al., 2006). In this reference, the same image Hate is analysed. They proposed two
methods (self-organizing maps and support vectahma) for this classification and they
achieved classification accuracy of the order oa@d 98%, respectively. To achieve these
accuracies, they were compelled to utilize hugesstf feature vectors. They utilized 4761
features extracted from DWT. In comparison withsthenethods, our system requires only
5 features extracted from WT to be input to the f8Afeature optimisation and then for
classification. The feature size is reduced by 3%6 The implementation of our
contribution requires much lighter computationakrdan, which is an important factor
while implementing these tools in real time. Heonoe proposed system could satisfy two
competing requirements simultaneously. They coaldeae higher classification accuracy
and this could be achieved with a very small sikéeature vector. In this context, we
would also like to mention that the results in &a@lot’'s manuscript (Chaplot et al., 2006)
were reported considering a total of 52 image sl{@gcluding 6 of normal brain and 46 of
abnormal brain). On the other hand, our resultspaesented considering a total of 83
images (including 29 of normal brain and 54 of abma brain).

All experiments were carried out using an Intelec@ duo machine, with 4GO
RAM and a processor speed of 2GHz, run under Wisd&§® environment. The average
CPU time consumed for extracting features, for eage, was approximately 0.07s. For
all images the average is 5.249s. In the implentientgphase, the classifier consumed an
average time of 4.469 ms. In comparison with outhm@ Multilayer Preceptron (MLP)

requires 8%10° ms.

5.3 Discussion
The classification accuracy of 100% is achievedising only five featuresnean

of contrast mean of homogenejtynean of sum averagmean of sum varianandrange

20
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of autocorrelation Actually, the features selected by the genegiordihm, are very related
with the appearance of images of the tumors databBg examining the images of
abnormal brain we can see that the area of thertisntharacterized by a high degree of
brightness. Furthermore, its color distributiorragular. This explains the main reason of
selection of the contrast and the auto-correlateatures as descriptive characteristics of
the tumor. In fact, a contrast is a distinctiverelateristic of light distribution of an image
or between two image points. The auto-correlatian detect regularity and repeated
profiles in a signal. In addition, a tumor is arearwhere the distribution of colors is
regular. So that the values are fairly close. Tloeeg these aspects also explain the choice
of the variance, the homogeneity and the averaggeiries as descriptive characteristics of
the tumor. In particular, the homogeneity has apospie behavior of the contrast. In fact,
the homogeneity characteristic is related with teeture homogeneous regions. The
variance characterizes the distribution of graglewaround the mean value.

The classification accuracy of our method is maffecient then the Chaplot’s
method. These results prove that global featuresnawre discriminative than block or
pixel ones in our context. This is easily interprein dataset images.

In this work, we developed a classification tecloggl to facilitate the information

management capacity which constitutes a discigfr@ognitive Informatics.

6. CONCLUSIONS

In this paper a new approach for automatic clasgittn of normal or abnormal
MR Images using WT, GA and SVM classifier is progasThis algorithm reduces the
number of features, saves execution time and eselata complexity. The performance
of our contribution in terms of classification acacy is interpreted. The results show that

the proposed method gives better results in comanvith the methods presented in the
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literature. The classification accuracy of our noeths more efficient then the Chaplot’s
method. It suggests that our three-step algorithpromising for image classification in a
medical imaging application. This automated analggistem, which requires much lighter
computational time, could be further used for cdfasgion of image with different

pathological condition, types and disease status.
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