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Abstract—In most Hardware Software co-design methodolo-
gies, the distribution of a parallel application onto a heteoge-
neous computing resource represents a major challenge due t
the complexity of the Embedded Real Time Systems (ERTS).
Hence, powerful tools that can handle both scheduling and
performance analyses are required. Most of the research inhis
area focuses on high abstraction level methods to decreashket
design convolution. In particular, the Unified Modeling Language
(UML) profiles and the Model Driven Engineering (MDE) aim
at being an adequate solution to support the whole life cycle
co-design of complex ERTS with their real time constraints
and performance issues. Unfortunately, partitioning prodems
which present a key item of a multi processor system design
are not well tackled using techniques founded on this high leel
abstraction. In this paper, an MDE integrated approach relying
on the recent profile Modeling and Analysis of Real-Time and
Embedded systems (MARTE) for design space exploration is
proposed. Following refinement strategy, transformation ules
allow the finding of a feasible schedule that satisfies timing
constraints and defining where tasks will be implemented. A
major impetus behind both the early and the later analyses of
schedulability and performance is the separation of concers.
Indeed, a fast and guided partitioning strategy starting from
high level design have been integrated.

Index Terms—UML, MARTE profile, MDE, ERTS, design
space exploration, scheduling analysis, performance anadis.
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with their functional and non-functional properties. Inisth
context, the recent profile Modeling and Analysis of Real-
Time and Embedded systems (MARTE) [13] comes to up-
grade the profile Schedulability, Performance, and Tim&{SP
[10] and the profile Quality of Service and Fault Tolerance
(QOS&FT) [12]. It provides not only a rich set of terminology
for specifying and analyzing ERTS but also a vast notation
for modeling the distribution of a parallel application ord
parallel architecture.

However, one of the major challenges in the multi-processor
system design is to guarantee a high performance and a low
cost of the final implementation. Thus, the assignment phase
of system parts to mixed implementation units as processors
and memories aims at performing a design implementation
that satisfies all functional and non-functional requiratseat

a minimum cost.

Unfortunately, partitioning problems [33] which preseriey

item of multi processor system design are not well tackled us
ing techniques founded on high level abstraction. Tradily,

the design of these systems is limited to the charactevizatf

the architecture and application. Indeed, the designirsreh

his own knowledge or on the mapping to external simulation
tools in order to define where tasks are implemented and run.
Moreover, it is mandatory to schedule the system’s tasks to
meet any timing constraints and estimate their executioe ti

df tasks. It is also obligatory to evaluate the quality of zegi

ded systems is a difficult engineering task. It requires tis@lution and to verify whether design constraints are met.

verification of system properties, particularly, real timad Since the main goals of co-design are not included in thelusua
precedence constraints. The goal of the design phase isptactice of UML profiles, automated or guided partitioning
map the given system specification to hardware and softwanethods are required. In order to overcome this gap, the
architecture, which has always been a challenge. Thus; sttpllowing open issues need to be addressed:

dards to facilitate the asignement of a parallel applicatio
onto a heterogeneous architecture and the checking ofnsyste *
properties at a preliminary stage are progressing welledbas
on different abstraction layers.

to support a rich and pre-characterized framework of
software and hardware components
o to support separation of concerns in order to allow

X _ . . application specification, abstract architecture detion
During the last decade, the modeling and simulation of such agg possibleptasks implementation P
systems have been tackled with model driven engineering to su . - ;

. o ) 8 pport the property-preserving transformations dyrin
(MDE) approach [28]. In this context, the Unified Modeling refinement from requirement specification to concrete
Language (UML) represents a viable solution to decrease the deployment
complexity of Embedded Real Time System (ERTS) design via. to support a fast and guided Design Space Exploration
UML profiles. Its objective is to become an adequate solution (DSE) starting from high level design that can be inte-
to support the whole life cycle co-design of complex ERTS

th thei L traint 4 perf . ™ grated in MDE process
with their real ime constraints and pertformance ISSUesy I 4, gypnort system determinism, i.e., whether or not it will

have been adopted for representing different system views meet its performance and schedulability requirements.

Abid are with the Computer and Embedded System (ces) Labgraia- for real time systems The proposed approach adopts the

tional Engineering School of Sfax,B.P..w 3038, Sfax Tumigimail: (see
http://www.ceslab.org). MDE concept based on UML/MARTE models and rule trans-



formation in order to find an optimal task assignment thatandard. The allocation of tasks is also done manually.
satisfies imposed constraints. The remainder of the presésta complete environment for RTES co-design, the MOP-
paper is organized as follows. Section 2 provides a bri€fOM methodology [19] [34] [2] is worth mentioning. MOP-
outlook on related work. Then, Section 3 analyzes in MARTEOM is based on three design levels. The fist one presents
expressivities for ERS design space exploration. Sectionaldstract models for system behaviour and requirements. The
introduces the underlying approach of the MDE Hardwarfecus on the performance analysis of system requirements
Software partitioning.Section 5 presents the explorasivat- and functions comes in the second level. The last modeling
egy. The translation, explained in Section 6, yields thenmalevel allows code generation for system simulation. DSE sti
transformations of our proposal. To conclude, in sectioth@, remains to be based on designer experience.
proposed method is briefly outlined and future work are givefhe integration of model driven development concept and
Design Space Exploration has been the focus of other rdsearc
Il. RELATED WORK initiatives: Olivera et al. in [25] dealt with the explorati
Several co-design methodologies shown in literature progpace using UML-SPT as a modeling language and the H-Spex
MDE to be well appropriate to embedded systems desiditligh-level design Space Exploration) tool. Above all,teys
As partitioning phase is done manually, the mapping f@roperties are not well analyzed at design level; the auto-
classic Hardware Software (HW/SW) partitioning is someanatic multi-objective design space exploration is haneiét
times made in order to find a design implementation thaimulation models. Schedulability analysis and perforogan
fulfils all the specification requirements at a minimum cosévaluation are also performed through simulation plat®rm
Other methodologies are based on designer experience wMiarcello presented in [22] an approach aiming at the combi-
allocating tasks to execution platforms. In the rest of thization of ERTS design by means of SysML [32], MARTE and
section we locate our research in the context of two areas@$E tool. The motivation behind this approach was mainly to
related work: Co-design methodologies based on MDE aheélp designers in evaluating the HW/SW partitioning solusi
research that deals with scheduling problems and HW/Spvovided by a DSE tool. The design space selection points
partitioning at high abstraction levels. In particulae fhresent correspond only to allocations satisfying temporal caists.
study focuses on MDE-based methods for test schedulabilitile authors extend their work by joining the benefits of
or HW/SW partitioning. Therefore, neither these two basidW/SW Co-design and MDE in another proposal [23]. Their
co-design concepts nor UML profiles will be surveyed in thisffort consists in proposing a semi-automated co-desmér
paper. More details about them can be found in [33], [29] amdbrk that integrates DSE, schedulability analysis andresti
[3]. tion techniques.
The Accord|UML methodology [9] was initially based on théocchio et al. present a model driven co-design flow [27] that
SPT profile exploitation but is currently relying on MARTEstarts with a visual UML model for system specification and
profile. It provides several automatic model transformmatioqgenerates full implementations of the SW and HW components
cycles that ensure analysis, prototyping and testing. THé U as well as their communication. In the authors’ proposal, a
model refinement encompasses the generation of executadneric hardware platform for the hardware architecture is
models for simulation. Principally, some views defined ia thselected and then the mapping of the software components
MARTE profile are mapped on schedulability and performanos the given physical platform is carried out. However, this
evaluation platforms. Nevertheless, translation proaisss neither guarantees an optimal architecture nor deterntivees
not guide the designer to choose the suitable architectymedictability of the system.
among the different and possible implementations. In [14], the authors provide a scheduling analysis tool Base
Gaspard [8] is a model-based methodology dedicated to the MARTE profile. With a palette extension, users can easily
development of parallel and distributed applications inaplcreate scheduling analysis views. In spite of the mentioned
mented on SoC (System on Chip). It is limited to data flo@uthors’ valuable contributions, there is a need for a tool
applications and does not tackle data control applicatson; that gives predictions or verifications concerning the tigni
real time scheduling problems are ignored. The distributib behavior. That is why they are developing an eclipse plug-
computations to processing elements and data to memoiiesvhich translates information from the scheduling anialys
are performed through model transformation from a UMUiew into the Meta model of SymTA/S [16] automatically.
design model platform independent of a UML design modéh this context, further research is in progress. Each &ffions
specific platform. The transformation process ends with tla transforming UML/MARTE model into scheduling analysis
generation of optimized SystemC Code for repetitive stmgct tool such as [15], [7] and [30]. Another contribution comsis
architecture. in mapping UML models to a tool for HW/SW patrtitioning
The paper in[5] proposes a methodology using MDE and UMike [4].
TURTLE [1] profile for the specification and validation ofHence, the proposed work is integrated in an organizedsnfra
ERTS design. It defines a flow, parallel to the developmetnticture, which provides a model driven support for the giesi
flow, which focuses on formal verification and validation.€Thof embedded systems and allows the interaction between the
ArchMDE proposed method provides a set of architecturekploration strategy and the user. In addition, in our model
independent platform meta-models and a set of transfoomatdriven approach, the system models have sufficient details t
rules capable of generating specific models. The used metaable the generation of a full system implementation froen t
models are annotated with a profile that is not considered ragdels themselves. Indeed, they support not only the asalys



but also the translation to model-based estimation views. power consumption. It contains two sub-packages for model-
Our approach differs from the aforementioned ones. In fagtg Performance Analysis (PAM) and Schedulability Anadysi
in the same environment, it includes the specification ¢EAM). The first sub-package allows an early analysis of a
an application with the standardized UML profile MARTEdesign model. Timing behavior mistakes can be prevented or
adopted by the Object Management Group OMG, the schedigtected while analyzing the system under several configura
lability test of given tasks and their implementation. lade tions with different parameter values for many scenaride T
application and execution platforms are defined separatelgrly analysis can be followed by a later temporal evaluatio
and the efficient partitioning is performed in a guided wayr modification on the scheduling policy. At this level, a
Our study based on model driven engineering concepts as&t of scheduling analysis techniques and strategies klas le
particularly transformation rules, could well reduce thestc to simulation or test feasibility approaches such as the Rat
of mapping to co-design other tools and designer errors risklonotonic Analysis (RMA) policy [20]. While SAM aims at
predicting whether a set of software tasks meets its timing
constraints, the PAM sub-package deals with the evaluation
of ERTS. It offers means for determining how the system
As an introduction to the technical sections of the papdyehavior uses system resources.
this section overviews the UML/MARTE profile on which theBefore achieving the MARTE review, we should bear in mind
work is based outlining the concerns related to design spabat MARTE comprises the Allocation package which presents
exploration problems in co-design and scheduling analysisan association between an application and an execution plat
As already mentioned, a UML profile is the extension or thirm. The set of all the allocations of functional applicati
restriction of UML views for specific domains. In real timeelements defines the mapping of the available resources.
context, it represents a viable solution to decrease the@om According to the wealthy features offered by MARTE, the
ity of ERTS which depends on the architecture deployment addsign space exploration parameters and the system daoisstra
requires runtime guarantees. From current times, the OMG Heequirements can simply be specified, whereas it does not
voted for a new standard for model driven development aimtlude a method that guides the designer to the mapping pro-
analysis of real time systems. The adopted MARTE profilgess. In the next section, we will show through the proposed
provides mechanisms to model appropriate specification appraoch how to use the MARTE annotations for our purpose.
order to perform specific analysis. For that reason, we agsufithe system refinement based on model transformations can
the models to be expressed in the new OMG standard MART&ad to significant guidance improvements. The transforma-
in our work. tion of alternative solutions for evaluation process wié b
In fact, MARTE consists of three major packages. Foundatigerformed automatically.
Package represents the foundational concepts for RTE§mdesi
It allows the specification of basic real time concepts such a IV. M ODELING APPROACH
non-functional properties (NFPSs), time constraints anefuls
resources. The other two packages are refined from the fj
one. In fact, the second package named MARTE Desig
Model is dedicated for a detailed hardware and softwal
description. As for the third package, MARTE Analysis Mod
package offers annotations fc_)r generic basis of quawat'expressivity of MARTE notations for ERTS modeling for each
performance and schedulability analysis. According ts thé straction level
structure, MARTE takes into account timing constraints andb '
execution platform characteristics. We, next, presenptbéle ) o
concepts that are useful to our research. A. Ol_Jr model driven approach for HW/SW partitioning
In the MARTE Design Model package, the Software Re2VEIVIEW
source Modeling (SRM) and the Hardware Resource ModelingAs most DSE approaches, we follow the Y-chart [18] to
(HRM) sub profiles present a specialization of the Genenperform the optimal solutions among all possible combina-
Resource Modeling (GRM). SRM also intends to descrili®ns after mapping application to architectural spediitres.
software multi tasking software platform such as Real Tim@enerally, three views are proposed to represent the system
Operating System (RTOS). To express real time and embeddeécification: Application, Platform, and Allocation inoka
features modeling, high level modeling concepts are dedive level.
by means of the High Level Application Modeling (HLAM) Figure 1 illustrates the refinement from high level concerns
package. to detailed aspects. The first step of the process deals with
Thus, MARTE includes the Generic Quantitative Analysithe Abstract System Modeling (ASM), with a view to model
Modeling (GQAM) package that supports early performanaystem behavior. Once the system specification is described
and schedulability analysis of system specifications asagel at high level abstraction, the user will be able to refine the
power, reliability, etc. The core of the GQAM is the Nonphysical platform to generic architecture componentssThi
Functional Properties (NFP) annotations framework whidh the purpose of the second step that tackles Partitioning
provides a rich terminology to describe all system aspedstivities. Our major contributions are addressed here user
such as response times, deadline, resource utilizatiods atarts by defining how tasks are combined with the architectu

IIl. MARTE NOTATIONS FORSW/HW PARTITIONING

In this section, a model driven based method for HW/SW
grtitioning is proposed. Hence, we start by giving an osvv
?our proposed methodology. We, then, propose a method that
Ccounts for these concerns at a high level abstraction. laye
inally, we detail each step of our process, highlighting th



order to ensure communication between two "RtUnit" ertitie
To capture system requirements, the sequence diagram is

be used at this level. The "RteConnector” is also applied in

. annotated with the Value Specification Language (VSL). VSL
is an improvement of the Object Constraint Language (OCL)
\gM Wossirnament [11]. It comes to define complex expressions such as time

duration, periodic behaviors, deadlines, etc. As shown in
Figure 2, the period, deadline and dynamicity are attached
to each task.

:> It should be noted that the cited stereotypes during ASMghas

sDynamicTrue
occkind=pericdperiode=(20,ns)

hanToe by absDI=(20ns)

Partitioning Activities

Allocation Model

DSM |:|T_‘ Ready0) isDynamic: True -
Fig. 1. Proposed Approach [Fw
e
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and then translates models to the DSE activities. In step [F =2
Detailed System Modeling (DSM) is performed in the las | H : e
two phases. : — .
Since we tend to build our approach on standard MD iy
tooling, we base our implementation on the OpenEmbeD
platform which is an Eclipse Modelling Framework (EMF S
dedicated to ERTS and relying on MDE. The selected UM | ot [T
modeller is Topcased for handling Meta Models instances. T |
transformation process must act on a transformation lageyua
In our work, we choose Kermeta [6] which makes it possib
to define models according to Meta Object Facility (MOF
Meta Model [26] in a textual form. In the rest of this paper
the overall approach is illustrated by a football playeraiob
application [24]in which video tasks for object detection
wireless communications for message exchanging with oth
devices, motors controls, sensor acquisition, image [gsicg

and decision computation are included. The design of t
robot system is of manageable complexity; thus, various H
with different granularities, real time constraints and 8lth

coprocessor implementations are considered for the set

Sudpend()

F@f 2. Abstract application view

tasks. are included in the HLAM MARTE package. As for the plat-
form and allocation, they are considered as the highest leve
B. Abstract System Modeling of abstraction since the application is free of any architex

The ASM step is intended to cover real time scenarios vR@nsideration.
use cases UML diagram. A concrete scenario is identified . -
for each use case. Figure 2 shows a scenario that exposés £artitioning Activities
global view of 4-task interactions. The used sequence dimgr After an abstract system description, the designer has to
contains the stereotype "RtUnit" which is similar to the UMIclarify and further to refine the application charactecsti
active object. It owns one or more schedulable resourcédore. So, three models are made:
Several behaviors are related to an "RtUnit". For each one, a the platform: it denotes a virtual hardware architecture
message queue for storing incoming messages is defined. An based on high level generic entities. The stereotypes
"RtUnit" Schedulable resource is used by a "PpUnit" which  "StorageResource", "ComputingResource", "Communi-
is considered as a passive object for modeling concurrency cationMedia" provided by the sub MARTE profile Gen-
and shared information, so that the "PpUnit" stereotype can eral Resource Modeling (GRM) are applied to highlight



the computing resources and their communication and thast, the UML/MARTE models for the requirements, generic
storage entites in a Platform Independent Model (PIM)latform and allocation are developed. Next, the behavior o
of a Model Driven Architecture (MDA) paradigm [21]. the application is described as state-machines and seguenc

« the application domains: they are described independentiggrams. Besides, he architecture presented in independe
of computational model. Such domains can be describptatform model defines the computing resources, as well as
using the "SchedulableResource" stereotype includedtire communication between them. In the allocation model,
the GRM package in order to define concurrent resourcéise application is mapped onto the abstract architecture.

« allocation of the schedulable elements are presented ¥#ier explaining the mentioned three models, all different
the "allocate™ stereotype included in MARTE Allocationmapping parameters are ready to be translated to the design
sub profile. phase. At this level, possible implementation needs to e co

After achieving the three models, an automatic mapping fputed and the solutions that could not meet the scheduiabili
the entry points of the DSE phase presented by the D®gfuirements must be isolated. Thus, the previous threelsiod
formalization is completed in order to guide the designéte translated into a formalization of the DSE considenstio
to select the suitable execution platform for his applmati AS a result, a primary solution that assigns all tasks to
The HW/SW partitioning that includes schedulability an&oftware components is generated. Then, the transformatio
performance tests will be explained more in the next sectig@ngine is invoked to perform the analysis of models. At this
The assignment of the tasks on the hardware architecture 6P, the schedulability annotations of the candidatetisolu
be modified with reference to the feedback of the design@presented by means of MARTE Schedulability Analysis
analysis. Modeling diagrams are attached to the models.

The early analysis of the UML/MARTE models can lead

D. Detailed System Modeling

At this point, the application, platform and allocation are |uwwueremss.
performed from the previous DSE formalism and designer o
decision. Indeed, a generic hardware platform is generated
Figure 3 shows a UML deployment diagram of an architecture
built around a processor, a Digital Signal Processor (D8H) arig. 4. Exploration strategy
three accelerators. The whole of the computing resourees ar
communicating through a standard bus. Fortunately, MARTE significant guidance improvements. However, analysisto
provides the HRM sub profile to describe such architectubased on a lower abstraction level including simulationd an
efficiently. The stereotypes "HwProcessor", "HwPId", andonsequentiality have the ability to test the system daterm
"HwBus" are applied to the deployment view. ism. Many analysis tools were proposed in the literatureg he
Besides hardware modeling, MARTE allows software modednalysis tool can be addressed to performance or scheduling

analysis tool and also partitioning framework. Among them,

ExEcUTION CHANNEL we bet on Real Time Design Trotter (RTDT) tool [31] due to

R its special sufficiency to support the Quality of ServicesSQo

= PR its significant approach for schedulability and perfornenc
_ L M analysis and its generic design space exploration.
| | At this stage, the task that does not respect the requiréd rea

%}‘ ’{}‘ ’/”z}‘

DSE Formalization

Periormance and
schedulability analsis
with RTDT

Analysis Models annotated
with SAM and PAM

‘Transformation

Feedback

maniost time constraints is indicated to the implementation getoeia
e | e - order to implement it on a new hardware component. It is true
‘ . N i ': that a hardware implementation will increase the cost, but i
[ oset | [ Pt | [t | [ ae | [ e | [ Bust | . . _— ; X
has positive influence on timing constraints. After sefegti
Fig. 3. Detailed Deployment View the partition corresponding to allocation options satigfy

imposed constraints (e.g., deadlines, power consumptioa)
ing via its sub profile SRM. In particular, we apply the steredlesigner has to calculate the implementation cost in terms
types "SwSchedulableResource" and "EntryPoint" to modef energy consumption, area and material constraints and to
tasks and their dependencies, respectively. "SwSchdd®ab compare it with previous cost. According to tieSE feed-
source" is refined from "RtUnit" entities backs, the assignment of the tasks on the hardware arehritect
The allocation of the software elements to the hardware pl&n be updated. Consequently, a new automatic generation of
form is completed using "allocate" relationship since MART candidate solution will take place.
gives the notion of allocation that emphasizes distributiad
temporal scheduling concepts, between application elesneA. DSE Formalization

and hardware resource elements. The model driven exploration method starts with the for-
malization of the DSE with a tuple structurBSE. The
V. EXPLORATION STRATEGY properties of DSE structure are directly obtained from in-

The guided implementation flow for HW/SW partitioningstances of the Meta models. In fact, information extractechf
based on MDE and UML/ MARTE is presented in Figure 4UML application structure/behavior models is annotatethwi



MARTE stereotypes. Thé&SFE is the union of three tuples:
Application, architecture and implementation.

. . . . . «SchedulableResource» ced()
Let us start with the application which is structured asoioh: Sl i R
«SchedulableResource» | <<SaExecStopreaquiment) | | toring Position : Task
App=<T,C; > where: e — T [ aamm—

<<SaExecStep>>getimage()
T

o T ={Ty, T1, ..., T} is a finite set of Tasks with > 0;
¢« C; : T xT — N is the matrix that describes the |
communication between tasks, where: chiocaes
VT, T; €T,V i,je[0,n and NData;; >0 |
C(T:,T;) = NData;; < T; is dependent off; A i # j
C(T;,T;) = 0 < T; is not dependent on T; V i =3 | |
Cy(T;, Tj) = N Data;; means thafl; is the task producer %SEH
and T} is the task consumer. The numb&tData;; is
the data produced bY; to the consumed task; during
a period.
The Architecture tuple is structured as follows: et
Arch=< CR,C¢cgr,BUS, C;,, Cous > Where:
e CR= {C’Rl, CRy, ..., C’Rm} is a finite set of computing Fig. 5. Scheduling analysis of a given partition using ObJe@agram
resources withm > 0. The communications between the
different units of the CR set can be done with end-to-e
communication or with a bus.

Preced()

|
[
S
d 1
! |
! I
] I
J .
«SaExecutionHosty
Procossor

r?J%terminism. Figure 5 depicts the allocation of an apgbcat

0 . ) _ onto a given deployment partition using object diagram. The
« Cop: CRxCR— § | isamatrix which presents an sagexecutionHost", "SaCommunicationHost" and "SaExec-
end-to-end communication between computing resourc&ep” stereotypes are applied to a specific analysis context
VCR;, CR; € CRNCR; # CRj, Ccr(CR;,CR;) = provided by the GQAM stereotype "GaAnalysisContext". The

1 first stereotype includes schedulability metrics and takés
< CRyjis the sender and'R; is the receiver account scheduling processing resources. The second one is
e BUS ={BUS,, BUS,, ..., BUS}is a finite set of bus used to relate schedulable resource entities and to control
communication with) < k < m communication between them. The third stereotype is applie
e Ci: CRx BUS — 0 _to a method to mpdel a sequential cor_nputa_tion ona "Pro_cess-
1 ingHost". In addition to the structural view given by the edj
e Cou: CRx BUS — { 0 diagram, the sequence is ado_pted to represent the different
1 scenarios of the system behaviors.
Moreover, to represent the implementation, we define for
each TaskT; :

C. Performance Analysis

Our approach integrates two different steps of performance
engineering repeatedly at two different stages of pantitig
activities. An early performance feedback is carried oatrfr
. . the DSE formulization. It is followed by a seconded analysis
-+ NCycmil, where N Cyc;; is the number of execution provided by RTDT. Here, we are restricted to the illustnatio

cycles relate_zd o the |mplementat|9rnf the taslg . of the analysis provided by MARTE capabilities and used to
» The vector implementation costs of the possible Irmjl%_1e<';\sure metrics such as the delay or the probability of ngssi
mentation :Cost;1, Costia, ..., Costin], Where Cost;; Y P yorng

Is the cost of the implementation of the taski. It is aPtear:‘g(rartn;e;cpggizi sis provided by PAM sub profile integrates
calculated with the same manner invoked by [31]. ysis p y P 9

the description of a BehaviorScenario that corresponds to
) ) statecharts behavior diagram in our study. Figure 6 ilfuss

B. Scheduling Analysis a sequence of actions annotated with "PStep" stereotypehwhi

Scheduling analysis models are derived from the DSkEms at representing the probability of event success dsawel

formalisms. They present a set of UML models annotatede delay risk. Furthermore, the exchanged messages hetwee
with MARTE stereotypes. There are usually different anialysobjects on different nodes are defined through the "PCommu-
diagrams for evaluating different properties of the systenicationStep" stereotype as mentioned in Figure 6.
properties such as deadline and time execution. Hence, Figure 6 shows a state machine that provides a view of three
scheduling analysis models are performed automaticadiy fr tasks: acquisition, storing position and decryption. Tham
a generated HW/SW partitioning. The imposed system requitask is named Acquisition and has three states: Reception,
ments (delays, power consumption, hardware resourcds, réaterpretation and classification. The nominal acquisittate
time, and embedding constraints) are then checked throughhe Reception state. It enters in the Interpretatiore siat
models execution. classifying the frequency. A sensor detects a position had t

In order to do that, the SAM sub-profile provides a set dllocates its value in a buffer. After storing it, the dedigp
elements to evaluate time constraints and guarantee systate is entered.

o The vector implementationdfnp;1, Imp;o, ..., Impim],
where I'mp;; is the estimated implementatighof the
tasks

« The vector number of cycle executioN Cyc1;, NCyca;,



state machine decryption high frequencyStateMachine )

mented so that it has many characteristics such as the

<SCamnaheConteit>> i period and the execution time
[{Context param={$Hf, $aquiret, $store, $Buffert} .

N s N — S o ImpCop: RTDT makes a difference between co-

AcquiredH| StoringPosition <<PaRunInstance>> .

oI processors and other execution Hardware components.
[ N—— <<FaSlep>> PaStep, GeACOSEp»> : . o ‘
e e Fecepion Hi AllocEufer Tasks with the highest priority are implemented on co-
processors

o RTQOS: it means the deadline ratio that has to be met
« AQOS: it represents the possible periods attributed to a
task and depends on power consumption

<<PaCommStep>» D)

Fatep>
Decryption

«PacommSteEE

<PaStep, GaRelStep>>
deallocBuffer

Z<PaStep»>
Interpretation|

‘«Pacumm tep>> BT

ApplicationSpec
]
1

-Application

application

<<PaSiep>>
Classification

Fig. 6. Performance analysis of task acquisition using UNHtesharts

:
-
D. RTDT supported by Model Driven Engineering — —
RTDT tackles the design space exploration problem. It '
processes the application and the architecture modelshwhic s )
are inputs and they are described according to (Extensible
Markup Language) XML format. The application model . connection . _mplementation
gives some information about processing tasks, like time Connaction

Implementation
ponent

behavior (e.g. execution time, period, etc.), time comstsa
dynamic and static power cost, area cost, and so on. The
architecture model represents the execution platformt buil
around one processor that offers some opportunities for
adding any processing accelerators, like hardware aedetsr imGon] -
and/or co-processors, acceded through communicatios. link oo
It includes some information about these processing el&ésnen

and communication links that are related to area and powgg 7. RTDT Application Meta Model
RTDT also considers RTOS overhead, resource sharing

between tasks, pre-emptive scheduling and multirate tagkihe same manner as application Meta Model is performed,

graph. It attempts to find optimal alternative for systefhe Meta Model related to the target architecture is buik. A

implementation, in terms of area and power cost accordiggown in Figure 8, the main semantics of elements are:

to the architecture mode, using simulated annealing h&uris . Component: it is a processing unit similar to the class

This alternative has to satisfy time constraints according Component.of RTDT application Meta Model

the run-time scheduler and input considerations. The aisaly « GeneralConstraint: represents the different related con-

is performed according to probability concepts. However, a straints such as ar.ea cost and power consumption

huge number of application types (hard and soft real time ) _ .
ecently, the RTDT tool has been included into the Eclipse

are taken into consideration and treated in a uniform way. : ) -
Despite the interactivity of this platform, the definitiorf o development environment. Thus, the translation has been im

RTDT input files cannot be automated, as the specification Jgmented as an eclipse plug-in by embedding our Kermeta
the real time constraints and QoS parameters are manual s@gPlication in eclipse user interface. In fact, transfdiora

that have to be performed by the experts of RTES domaifom UML/MARTE models to RTDT contributes in an Eclipse

An important step before the transformation process is ti§W to the platform accessible through the reflective Ecore
definition of a Meta Model for each RTDT input. Based oModel Editor. After defining a model conformed to the source
XML file, we propose the application Meta Model illustrated”/€t@ Model, RTDT input models are carried out automat-
in Figure 7. The classes in the first target model matdﬁa"y' Test schedulability and HW/SW partitioning are not

various real time application concepts. Now we describe tH@mediately run after models extraction; it is triggered by
entities of each application component. a user intervention. It should be noted that our plug-in is

interoperable and easy to integrate with other tools usédmwi

- L .. the model driven engineering process.
o Task: it is the central application component. It maintains

a great deal of information such as elapse time, period.
Data dependency between tasks is presented through
Connection entity In this section, we give the key lines of the mapping of
« Implementation: It describes where a task can be impleML models into DSE formalization and RTDT tool. The

-impcop

VI. TRANSFORMATION PROCESS
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—— Beside defining their Meta Models, the conversion of schedu-
% board lability analysis models to RTDT entries follows these main
[ Board | steps:
‘ ﬁm‘j‘ﬁ | 1) "ll'asks’ transformation:" .each element sterelc')typefi
o— T emersGonsarant S_chedulabIeR(_assource is ma_pped tc_> the class "Task
2) Timing constraints transformation: This act depends on
Component GeneralConstraint . . .
name +AreaTaskCom the scenario of execution on a physical resource. For
L Eraesuich Mot wCost example, the period and the deadline are carried out from
onsuich Pamwich the method "execute()" stereotyped "SaExecStep "
Qd:'ép pw{m 3) Tasks dependencies transformation: If an object A
hreaus requenoyuit ster_eotyped "SchedulableR_esspurce" precedes_ an object
L ot B with the same type, a projection of a connection must
oot stimeunit be done. So, A.precede() is mapped to Task.connection()
; 4) Transformation of the partition to analyze: Each exe-
mode cution resource associated with an entity stereotyped
_Mode "SchedulableRessource" is mapped to its corresponding
oo implementation. Since a task is affected to a computing
resource with "allocate" stereotype, we map the "allo-
Fig. 8. RTDT Architecture Meta Model cate" stereotype to the RTDT "implantation” entity.

RTDT supports analysis context provided by MARTE profile
as well as "GaWorkloadEvent" and "GaWorkloadBehavior " .
objective of this step consists in transforming an XMI (XMLThus each state stereotyped "PaStep" is considered as a task
Metadata Interchange) source model obtained automaticatate. So, it is transformed to the RTDT task entity. Morepve
from a UML source model to an XMI target model. each event is translated into RTDT connection. When the
specificities of the RTDT tool and tranformation process to
o _ its input Meta Models are examined, there is a number of
A. From UML/MARTE to DSE Formalization and vice versajuestions about transformation sequences and their dnder.
The partitioning activities start with two majorportant is the ques_tion why application, platform anq atam _
transformations. The first mapping deals with informatiofi’® Not mapped directly to RTDT. The solution of this questio
from UML/MARTE models to DSE formalism while the Was preser_ned in previous effort [17]. The automatic eximac
second one aims at performing MARTE analysis models froff scheduling and performance m?d?'s_ffom UML/MARTE
the DSE. The transformation process based on Kermeta f&0d€ls can lead to an optimal tasks’ distribution. Neveets
the core of our complete top down systematic techniqu@.e user interaction and the separation of concerns ai@ésbl
It is conducted according to a set of rules, each of whidhnother improvement in the present solution lies in the use
depends on the applied stereotype to the UML class mappi§ (N DSE formalization that guarantees an easy mapping
For example, any element that is stereotyped by GRMOr any co-design tools in spite of their dissimilar input tde

SchedulableResource in the source model is mapped Mgdels.

T vector of the DSE. Attributes are referenced by the

used stereotypes to be translated into algebra DSE Meta VIl. CONCLUSION AND FUTURE WORK

Model. Table | gives a brief illustration about the transigt s paper presents the issue of HW/SW partitioning

mechanism because of the multiplicity of stereotypes a'&@-design using Model driven engineering methodology and

tagged values. UML/MARTE profile. Adopting various UML view annotated

In the same manner as UML/MARTE models are mapped {th real time stereotypes in iterative design life cyclesl a

DSE, the reverse transformation is built. As shpwn in Tablgnplementation phase, our proposed methodology raises the

Il, the main correspondence between analysis models &ddipility of partitioning decisions that are very sigodnt

DSE Meta Models are illustrated. mainly in the perspectives of managing schedule and risk.

The design flow comprises three stages: the first one describe

a system modeling at a high level abstraction. The key item

. . of our approach presents the second phase which includes

B. Mapping MARTE analysis models to RTDT the mapping to DSE formalization and the scheduling
The transformation process starts within a mapping ahd performance analyses. The last step is the issue of the

MARTE execution platform to RTDT architecture described inefinement of the two previous phases.

the previous section. Every stereotype associated witm*mahe keystone of the proposal is to recognize that model

ifest" relation is mapped to an RTDT component that hasdaiven approaches, supported by adequate, compositional,

local variable "type" corresponding to a hardware companemathematics formalization and tools, are needed to cost-

For example, a "HwProcessor" manifested with "DSP" isffectively develop and evolve real time systems while

mapped to an RTDT component having DSP type. guaranteeing their completeness and correctness. Besides



TABLE |
EXAMPLES OFUML/MARTE AND DSE META MODEL MAPPING
MARTE Concepts DS E(algebra) Conceptg
MARTE::GRM::Scheduling:: SchedulableResource T
MARTE::GRM::Scheduling:: SchedulableResource Cr
MARTE:GRM::ResourceTypes:: ComputingResource Cr
MARTE::GRM::ResourceTypes:: CommunicationResoulce Cer
MARTE::GRM::ResourceTypes:: CommunicationMedid BUS
GRM::ResourceTypes:: CommunicationEndPoint Crn(relative)
GRM::ResourceTypes:: CommunicationEndPoint Cou(relative)

TABLE I

EXAMPLES OF CORRESPONDENCE BETWEERSE AND MARTE MODELS

DSE UML/MARTE Concepts for design UML/MARTE Concepts for analysis)
SAM PAM
T Scheduling Resources from GRM PaRunTInstance + PaStep
Cr Link between Scheduling Resourcgs SaCommStep PaCommStep
Cr Component SaExecHost
Ccr Link between components SaEndToEndFlow]
BUS component SaCommHost
Crn interface

providing high level reuse for system development, oufs]
HW/SW partitioning approach supports the interaction
between the exploration strategy and the user. For instance
the exploration strategy is able to guide the designer tecsel [g]
the suitable execution platform for his application. Indlee
models have sufficient details to enable the refinement and
generation of a full system implementation from the models
themselves. Besides the early analysis of schedulabifity a/10]
performance, the RTDT tool provides later NFPs evaluation
or modification on the scheduling policy. [t
As future work, more Meta Models and rules transformation
complementary to our MDE methodology are required t42]
refine and complement the process of the automatic co&i%
generation such as VHSIC Hardware Description Languabe
(VHDL) or C. Moreover, supplementary research on the
formal verification is necessary to increase the success ratl

of the approach and decrease its risk factors. [15]
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