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Abstract. Real-time systems (RTS) are now omnipresent in anodocieties in
several domains such as avionics, control of nucfeaver station, multimedia
communications, robotics, systems on chip, etc.cdefRTS are characterized by
complex applications that require powerful architees to satisfy them. In practice,
such architectures can be specified via a powedingle-processor or a
multiprocessor architecture composed of a setwfdomocessors. For the same power,
a multiprocessor architecture is much cheaper, Wwhigpresents an economical
motivation for researchers to target such kindrohiectures.

It is noteworthy to mention that two major families multiprocessor scheduling
can be distinguished. The first one is the glolmddeduling family in which each
application task can migrate among the processmurees to be executed. However,
the cost of migration is so important and withoaitogptimal scheduling algorithm (1).
As for the second one, it is the partitioned famitfich is based on sharing tasks on
different processors without migration. In this famthe optimality can be dedicated
because the multiprocessor scheduling is reduceal smgle-processor scheduling
where optimal algorithms exist (2). This family imdes two events, the first of which
is assigning tasks to processors and the secoadailyzing the scheduling of each
partition (3). An important key challenge is to efgitthe errors of scheduling as early
as possible in order to minimize the costs focdgection.

Unified Modeling Language (UML) profiles promote auequate solution to
represent different system views with their embelddad real time features. The
recent Modeling and Analysis of Real-Time and Endsed systems (MARTE)
profile (4) adopted by the Object Management Gr@DpIG), fosters the building of
models that support the specification of schedudinglysis problem. Though it is a
powerful and advanced standard for annotating nsodéh the required information
for performing scheduling analysis, it does notvie a technique for verifying
models. The UML extension lacks a tool to checkesypsproperties and constraints.
So, a need emerges for mapping used models totamakplatform for scheduling
test. Talking about scheduling analysis methods, indicates that both of the
specification and the analysis of the RTS with madecking has proved its ability
to

allowing early and economical detection of erraram early stage of the design
process. This explains the growing popularity joga in recent researches.



The Petri Nets (5) (PNs) are known as the adequatiel checking formalism for
scheduling analysis. Indeed, time, parallel prdogssand synchronization are
primordial characteristics for scheduling analybet PNs is able to specify.

The main objective of our works is to propose a rfeMs formalism able to
analyze the scheduling of a partitioned multipreoessystem. Hence, we aim to
propose a mapping process from the standard MARI) Eo(the new PNs formalism
in order to check the property of the system.

In previous works, we are interested to study timgls-processor scheduling
analysis trough a new Petri Nets extension: Pyidrime Petri Nets (PTPN) (6), (7).
The PTPN deal with fixed priorities. In fact, itrcde used in reduced types of
multiprocessor systems because most of those sys@nm characterized with
dynamic priorities. We distinguish in literature absence of PNs extensions
supporting dynamic priority. Thus, we are propoteslfirst PNs able to support the
dynamic Priority-driven scheduling, called dynarRidgority Time Petri Nets: dPTPN
(8).

First, the dPTPN is introduced and its semantiggesented in (8) to deal with the
Least Laxity First policy (LLF) and a set of indeylents tasks. Second, we have
proved that our formalism is able to deal with evdynamic Priority-driven
scheduling policy via its capacity to specify tharliest Deadline First (EDF) in (9).
Indeed, we have demonstrated the scheduling asaly& an experiment
characterized with dependents tasks. Next, baseth@mbject modeling, we have
proposed a new modeling method to reduce the coditplef the dPTPN model for
scheduling analysis (10). In fact, a new dPTPN athife defined (TaskC) and trough
its instances the scheduling model is constructed.

Our next challenge is the checking of the modepprties. In this stage, we just
make sure that no stop-marking exists to deducé¢ the considered RTS is
schedulable. But, it is important to verify propestsuch as vivacity, boundedness,

safety, ... before declaring the system as schedulabhhon-schedulahle
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