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Abstract— An All-Optical Network (AON) is a network where the user-network interface is optical and the data does undergo optical to electrical conversion within the network. AONs are attractive because they promise very high rates, flexible switching and broad application support. However optical performance monitoring and optical network management are essential in building a reliable, high-capacity, and service-differentiation enabled all-optical network. One of the serious problems with transparency is the fact that optical crosstalk is additive, and thus the aggregate effect of crosstalk over a whole AON may be more nefarious than a single point of crosstalk. Attacks can spread rapidly through the network, causing additional awkward failures and triggering multiple undesirable alarms, they must be detected and identified at any point in the network where they may occur. This results in the continuous monitoring and identification of the impairments becoming challenging in the event of transmission failures. However, a simple and reliable signal quality monitoring method does not exist at present. In this paper we present a new method for attack identification and localization in networks offering the benefit of relaxing the high cost and complexity. 

Index Terms—All-Optical Networks, Optical Crosstalk,  Hardware Conception,  Performance Monitoring, Attack Management.
I. INTRODUCTION

A
ll-Optical Networks have emerged as a solution to keep up with the always increasing throughput demand. In today’s transport networks, data are transmitted over optical fiber and optical-electro-optical conversion is needed at the nodes to perform routing. These networks can achieve a throughput of up to several hundreds of Gbits/s using Wavelength Division Multiplexed (WDM) channels. Yet optical fibers have a potential capacity of several tens of terabits/s per channel. Electronic switches are not able to sustain such transmission rates and have become complex and costly, making it highly desirable to replace them with all-optical switches where electric conversion is needed at all. AONs are attractive because they promise very high rates, flexible switching and broad application support. However, the presence of a network management system is essential to ensure efficient, secure, and continuous operation of any network. Specifically, a network management implementation should be capable of handling the configuration, fault, performance, security, accounting, and safety in the network.
An important implication of using AON components in optical communication systems is that available methods that are used to manage and monitor the health of the network may no longer be appropriate. One of the serious problems with transparency is the fact that optical crosstalk is additive, and thus the aggregate effect of crosstalk over a whole AON may be more nefarious than a single point of crosstalk [1]-[4]. Therefore, efficient monitoring and estimation of signal quality along a lightpath
 are of highest interest because of their importance in diagnosing and assessing the overall health of the network.

Recent proposals to overcome the difficulty of monitoring the continuity and estimating the signal quality of lightpaths in AONs include error detecting codes, sampling, and spectral methods. However, most of these methods are too difficult to implement in every AON component or require access to the electrical domain [3]-[5]. Although there are many reasons why crosstalk attacks must be detected and identified at any point in the network where they may occur, it has been shown that it is not necessary to put monitors at all AON nodes [6], [7]. Furthermore, it has been shown that monitoring information for any established lightpath on the input and output sides of each OXC node is sufficient to localize the source of multiple crosstalk attacks and to identify their natures in AONs [8]. But for all that, performance management is still a major complication for AONs, particularly, because signal quality monitoring is too difficult in AONs as the analogue nature of optical signals means that miscellaneous transmission impairments aggregate and can impact the signal quality enough to reduce the Quality of Service (QoS) without precluding all network services. This results in the continuous monitoring and identification of the impairments becoming challenging in the event of transmission failures. However, a simple and reliable signal quality monitoring method does not exist at present. Despite new methods for detection and localization of crosstalk having been proposed, no robust standards or techniques exist to date for guaranteeing the QoS in AONs. Therefore, the need for expert diagnostic techniques and more sophisticated management mechanisms that assist managing and assessing the proper function of AON components is highly desirable.

In this paper, we propose a new method to supervisory and monitoring performance degradation in AONs. First, we briefly analyze optical crosstalk specifically intra-crosstalk forms that may arise in OXC nodes. Then, we present the key concepts of the new method, Crosstalk Identification and Monitoring System (CIMS). Next, we propose hardware implementation of the method and present the simulation result. After that we present the open directions for future work and conclude the paper. 

II. Crosstalk in OXCs Nodes
Optical-Cross-connects (OXCs) are essential key network element enabling reconfigurable optical networks, where lightpaths can be set up and taken down as needed without having to be statically provisioned. A typical structure of an OXC node is shown in Figure 1. The OXC node consists of 
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 wavelength demultiplexers on the input side, 
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 optical space switches
, and 
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 wavelength multiplexers on the output side. On each incoming fiber, 
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 wavelength channels are separated using a demultiplexer. The outputs of the demultiplexers are directed to the optical space switches, so that the outputs having the same wavelength are directed to the same switch. Then, they are directed to multiplexers associated with output ports. Finally, the multiplexed outputs are sent to outgoing fibers. However, while cross-connecting wavelengths from input to output fibers, these AON components introduce crosstalk effects that can impact the transmission performance seriously [4]-[3]. 

Although these components offer many advantages for communication systems, they are particularly vulnerable to various forms of crosstalk attacks. One of the serious problems related to network transparency is the fact that optical crosstalk is additive, and thus the aggregate effect of crosstalk over a whole network may be more nefarious than a single point of crosstalk. In particular, crosstalk suppression becomes particularly important in networks, where a signal propagates through many nodes and accumulates crosstalk from different element at each node such as multiplexers, demultiplexers, and switches. As the resulting degradations accumulate and grow rapidly become severe with network size, they constitute a serious issue for AONs. 
Optical crosstalk is present in AON components and degrades the quality of signals, increasing their BER (Bit Error Rate) performance as they travel through the network. As a matter of fact, both forms of optical crosstalk can arise in OXC nodes: interchannel crosstalk and intrachannel crosstalk [9].  

Interchannel crosstalk arises when the crosstalk signal is at a wavelength sufficiently different from the affected signal’s wavelength that the difference is larger than the receiver’s electrical bandwidth. Interchannel crosstalk can also occur through more indirect interactions, for example, if one channel affects the gain seen by another channel, as with nonlinearities. Another example is with regard to nonlinearities in optical fibers and devices that can lead to undesirable cross-modulations and consequently cause service disruption or subtle tapping attacks. 

In second place, intrachannel crosstalk arises when the crosstalk signal is at the same wavelength as that of the affected signal or sufficiently close to it that the difference in wavelengths is within the receiver’s electrical bandwidth. Intrachannel crosstalk arises in transmission links due to reflections. This is usually not a major problem in such links since these reflections can be controlled and eliminated. However, intrachannel crosstalk can be a major problem in AONs when it arises from other sources [5].
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 Figure1: A typical structure of an OXC node. The node consists of n wavelength demultiplexers, m optical switches, and n wavelength multiplexers.

Compared to interchannel crosstalk, intrachannel crosstalk effects are of prime importance for AONs because they can lead to severe power penalties and cannot be eliminated by filters or wavelength demultiplexers. For that, we consider the intrachannel crosstalk in the rest of the paper.

III. Crosstalk Identification and Monitoring System
A. Analytical description model 
As introduced in section 2, optical cross-connect nodes are essential key network elements in AONs.  Although these elements offer many advantages for communication systems enabling traffic to be switched entirely in the optical domain, they are particularly vulnerable to various forms of optical crosstalk. In this section, we propose a novel approach to localize and identify crosstalk at OXC nodes. As a direct consequence, this method offers relaxation from the high cost and complexity of signal quality monitoring for future AON management solutions.
The need to localize the source of crosstalk and identify their nature in AON has been explained and justified in several works [7], [8] and [9].One of the serious problems with these works are the fact that they are very complex and very expensive in the implementation phase. Within this framework, the main goal of the novel approach is to detect and localize crosstalk with a minimum of complexity and cost. 

In order to explain our method, we assume that every node in our network can establish a connection with adjacent nodes. Thus, they must satisfy these requirements    (Figure 2):

The OXCi,j collect information to the presence of the crosstalk in the various links which are connected to the input. We note 
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 if they have crosstalk. Also we assume that each inputs links give the value of crosstalk. Also, we assume that OXCi,j offer the configuration matrix of this node. 
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Figure 2: Integration of CIMS in OXC node

The main task of the CIMS is to detect and localize optical crosstalk in OXC node with a minimum of cost. To identify the source and estimate the value of crosstalk, the CIMS based in the use of crosstalk information of each channels on the input side of OXC node of any established lightpath. For that, we develop our CIMS algorithm based on three steps as follows:

First step, we collect the various values of crosstalk of each input links. 

Second step, we test the different inputs crosstalk in order to generate a transition matrix of crosstalk.

 Third step, we calculate the various values of outputs crosstalk and we classify the different output crosstalk in three levels:

 •Level 0 indicates that the crosstalk isn’t existing.

•Level 1 indicates that the crosstalk is existing but his value still acceptable.

•Level 2 indicates that the crosstalk is existing and his value is unacceptable.

As stated in the previous section, the optical crosstalk becomes important in networks, where a signal propagates through many nodes and accumulates crosstalk from different element at each node such as multiplexers, demultiplexers, and switches. Particularly the value of crosstalk at the output channel i side of the current OXC node at wavelength j is given by  
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is the input value of crosstalk in channel k at wavelength j and 
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 represents the crosstalk due at the current node added in signal of channel i and wavelength j. 

To generate a transition matrix, first we apply the configuration matrix at the inputs signal. To facility the description, we consider the various inputs signals at the wavelength 1: 
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  Second we define the different  
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Where, 
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is the probability presence of crosstalk in wavelength 1 in input fiber i and 
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is the crosstalk value in input fiber k. Therefore, in the worst case (all signals at wavelength j have a crosstalk), transition matrix have this form:
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But if the input signal i hasn’t crosstalk, the column of matrix at this input is zero. For example, we assume that inputs wavelength M and 1 haven’t crosstalk, so, the transition matrix becomes:
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To solve this system of equation we can use the Gaussian elimination algorithm. However, the Gaussian elimination algorithm method takes running times of Θ(n2). Therefore, the implementation of this system in software does not allow the function in real-time.  To solve this problem, an efficient way to keep this system in real-time function is to conceive and to implement CIMS in hardware device.  

B. Design and implementation of CIMS in hardware 

In this part of the paper, we propose a hardware-based method [2]-[11] for supervising performance degradation that may occur in OXC nodes. For that follow, a typical OXC node is based on the node model as introduced in section 2. 
The basic idea of this method is to select the various crosstalk values of the input signals passing through an OXC node in a real-time fashion. As shown in Figure 3, this method is based on a device, the Crosstalk Identification and Monitoring System (CIMS), which inserts taps into selected input signal paths, and splits off portions of signals for testing purpose. The taped optical signals are used to determine the various crosstalk and photo-detected in the Optical Crosstalk Processing (OCP). The resulting crosstalk value is processed into several CIMSwavei. Hence, the numbers of CIMSwavei blocks used can vary from 1 to N, where N is the number of wavelength existing in this node. 
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Figure 3: Internal Architecture of CIMS

The internal architecture of the CIMSwavei is depicted in Figure 4. Each CIMSwavei is dedicated for controlling several input signals of the same wavelength
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. This has the advantage to monitor the quality of several signals simultaneously in a short time. The CIMSwavei is composed of five modules: the Crosstalk Reconfiguration Block (CRB), Transition Matrix Block (TMB), Crosstalk Contribution Block (CCB), Output Crosstalk Value Block (OCVB) and Memoire.
First, the memoire contains the configuration matrix of the current node when we use in CRB. This last block configures the several input crosstalk value using the configuration matrix. Hence, the output signals of CRB are the different crosstalk value after configuration. Third, TMD is responsible for generating the transition matrix. 
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Figure 4: Internal design of CIMSwavei
TMD tests the presence probability of the input crosstalk then it produces a matrix with the form given above.  In this phase of our method, CCB is responsible for giving the crosstalk added in signal of channel i and wavelength j: 
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. For that, we use the transition matrix and the various input crosstalk after configuration. Finally, OCVB calculates the different outputs crosstalk value and classify these outputs crosstalk in three levels. 
IV. Discussion and Results

One of the serious problems with crosstalk is the fact that it is additive and his value depends on the number of stages. In this section we discuss the feasibility of CIMS in network. Especially, we discuss the evaluation of CIMS with the number of wavelengths and fibres at current OXC node. 

The internal design is produced on RTL level in order to have a synthesisable architecture which offers a good compromise between the frequency, the area, the time execution and the flow. The presented architecture has been simulated using Active VHDL.  For that we made a functional simulation to validate the correct operation of this architecture. Then we moved to the temporal simulation which makes it possible to guarantee a successful implementation of 95% on the FPGA especially the platform STRATIX-I of Altera.

 The simulation and implementation of this device was performed by a hardware simulation tools (Project Navigator of Xilinx and ModelSim) with a frequency of 300 MHz and the performance evaluation of CIMS is shown in Figure 5. 

The red curve shows the execution times as a function of the number of fibers in OXC node. The average of the execution times is less to 50 ns therefore CIMS is functional in real-time.

The rest of the curves show the Lookup Tables (LUTs) as a function of the number of fibers and wavelengths. LUTs increase with the number of wavelengths because we have more and more operation blocks in hardware design. Therefore, LUTs reflect the occupation area of CIMS in chip. Consequently, the occupation area of CIMS depends on the dimension of node.
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Figure 5:  Execution times and LUT vs. number of fibres and wavelengths 

Compared with other proposed methods [10] and [7], it is obvious clear that this method is more advantageous, offering the benefit of rapid and accurate detection of performance degradation in AON components. Thus, it may ensure relaxing the high cost and complexity of signal quality monitoring in AONs. One of the main benefits of this method lies in the fact that it does not require a prior knowledge of performance-related parameters used in the network such as power levels, amplifier gain statistics, crosstalk, and amplified spontaneous emission components. Another important benefit is that this method is flexible at implementation and can be used in real-time fashion.  

Although this method may offer several benefits, there are several related issues that require further consideration. First, designing concepts for the functional relationship between this method and available management systems should be questioned. In particular, the development of efficient schemes for performance degradation resistant network control and management algorithms should be taken into consideration. Second, available and proposed control and management protocols that provision lightpaths within the network may be investigated and where necessary adapted for the peculiarities of this detection method. In particular, some additions and extensions are required to adapt routing and signalling protocols which may be employed for disseminating additional control information among nodes within the network. Finally, there are issues regarding how to provide appropriate reaction after the detection of performance degradation in the network.  
V. Conclusion

As more intelligence and control mechanisms are added to optical networks, the deployment of an efficient and secure management system, using suitable control and monitoring methods, is highly desirable. Whilst some of the available management mechanisms are applicable to different types of network architectures, many of these are not adequate for AONs. An important implication of using AON components in communication systems is that available methods that are used to manage and monitor the health of the network may no longer be appropriate. Therefore, without additional control mechanisms a break in the core of an optical network might not be detectable.

In this paper we analyzed optical crosstalk forms that may arise in AON components. Then, we proposed a new method that can be used for identifying and localizing crosstalk in OXC node in a real-time fashion with a minimum cost and complexity. As a direct consequence, this method can be used for supervising performance degradation in AON components offering the benefit of relaxing the high cost and complexity of signal quality monitoring for future AON management solutions.
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�A lightpath is defined as an end-to-end optical connection between a source and a destination node.


� In this OXC node model, one switch is used for switching channels of the same wavelength.
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